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Graph Embedding from Theory to Applications

Prof. Irwin King
President of International Neural Network Society,

Professor of the Chinese, University of Hong Kong

irwinking@gmail.com

Abstract

Graph embedding refers to the problem of projecting the elements in a graph, including
nodes, edges, substructures, or the whole graph, to a low-dimensional space while preserving
the graph's structural information. Graph embedding is an essential technique for analyzing
various types of large-scale networks such as social networks, traffic networks, semantic
networks, etc. To cope with the growing scale and diversifying structure of modern networks,
researchers have proposed novel methods for graph embedding for feature engineering. In this
talk, we present the recent advances and future directions in the theoretical development graph
embedding and introduce some common applications for social network analysis, such as node

classification, link prediction, community detection, and social recommendation.

Bio

Prof. King's research interests include machine learning, social computing, web intelligence,
data mining, and multimedia information processing. In these research areas, he has over 210
technical publications in journals and conferences. In addition, he has contributed over 30 book
chapters and edited volumes. Moreover, Prof. King has over 30 research and applied grants. One
notable patented system he has developed is the VeriGuide System, previously known as the
CUPIDE system, which detects similar sentences and performs readability analysis of text-based
documents in both English and in Chinese to promote academic integrity and honesty. Prof. King
is the Book Series Editor for "Social Media and Social Computing" with Taylor and Francis. He

is also an Associate Editor of the ACM Transactions on Knowledge Discovery from Data and a



former Associate Editor of the IEEE Transactions on Neural Networks and IEEE Computational
Intelligence Magazine. He is a member of the Editorial Board of the Open Information Systems
Journal, Journal of Nonlinear Analysis and Applied Mathematics, and Neural Information
Processing-Letters and Reviews Journal. He has also served as Special Issue Guest Editor for
Neurocomputing, International Journal of Intelligent Computing and Cybernetics, Journal of
Intelligent Information Systems, and International Journal of Computational Intelligent Research.
He is a IEEE Fellow and a senior member of ACM. Currently, he is serving the Neural Network
Technical Committee and the Data Mining Technical Committee under the IEEE Computational
Intelligence Society. He also serves International Neural Network Society as the President.
Moreover, he is the General Co-Chair of the WebConf2020, ICONIP2020 and in various
capacities in a number of top conferences such as WWW, NIPS, ICML, [JCAIL AAAL etc. Prof.
King is Professor at the Department of Computer Science and Engineering, and a former
Associate Dean (Education), Faculty of Engineering at The Chinese University of Hong Kong.
He had worked at the AT&T Labs Research, San Francisco and was also teaching Social
Computing and Data Mining as a Visiting Professor at UC Berkeley in early 2010s. He received
his B.Sc. degree in Engineering and Applied Science from California Institute of Technology,
Pasadena and his M.Sc. and Ph.D. degree in Computer Science from the University of Southern

California, Los Angeles.
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Research Trend on Developing Smart Remote Patient Monitoring Systems for
the COVID-19 Era and Beyond

Prof. Sabah Mohammed

Editor in Chief of the I1GI Global International Journal of Extreme Automation and Connectivity in Healthcare,
Professor of Lakehead University
Email: sabah.mohammed@lakeheadu.ca

Abstract

As information technology continues to dramatically evolve, many researchers and strategy decision
making believe the Internet of Things (IoT) could play a pivotal role in reshaping industry all together. It
is the domino effect wind of change that we need to understand and plan for. This particularly important
in the COVID-19 era and beyond where we need to create a robust connected healthcare ecosystem. In
healthcare, IoT may just redefine how apps, devices and people interact and connect with one another to
deliver healthcare solutions. The benefits are more than obvious. It could help reduce costs, improve
outcomes and disease management, and enhance patient experiences. This invited talk will shed light on
the current and future trends taking place in the patient monitoring field and the key market drivers that
design engineers need to consider.

Biography

Dr. Sabah Mohammed research interest is in intelligent systems that have to operate in large,
nondeterministic, cooperative, highly connected, survivable, adaptive or partially known domains. His
continuous research is inspired by his PhD work back in 1981 from Brunel University (UK) on the
employment of the Brain Activity Structures for decision making (planning and learning) that enable
processes (e.g. agents, mobile objects) and collaborative processes to act intelligently in their
environments to timely achieve the required goals. Having trained in medicine with a computer science
PhD in Artificial Intelligence (Al), Dr. Mohammed is full Professor at the department of Computer
Science at Lakehead University (Ontario Canada) since 2002 and core professor at the BioTechnology
program at Lakehead. Dr. Mohammed efforts in establishing healthcare related programs at Lakehead are
notable like the specialization Health informatics, BioTechnology and the Bioinformatics programs at
Lakehead. With a research background in industry and academia, he has a strong international research



reputation for his work on clinical decision support systems supporting remote areas, ubiquitous and
extreme environments. Prior to his work at Lakehead University, Dr. Mohammed was the chair of three
computer science departments at HCT, Philadelphia and Applied Science Universities. Dr. Mohammed is
the Editor in Chief of the of the IGI Global International Journal of Extreme Automation and
Connectivity in Healthcare (IIEACH), Associate Editor of the IEEE Access and the founding EiC of the
Int. J. of Emerging Technologies of Web Intelligence (JETWI) . He is currently the supervisor of the
Smart Health FabLab at Lakehead University. Dr. Mohammed chair the special interest group on Smart
and Connected Health with the IEEE ComSoc eHealth TC. Dr. Mohammed is currently working on the
development of IoT and mobility technologies that have impact on remote patient monitoring in Rural
Areas . Dr. Mohammed is also a Professional Engineer of Ontario, Information Processing Professional
with CIPS and Senior Member of IEEE with research supported by major granting organizations like
NSERC, MITACS, ONCAT and CFI. More information on Dr. Mohammed can be found on his
institution website http://flash.lakeheadu.ca/~mohammed.
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Time Series Forecasting with Artificial Neural Networks

Prof. Lean Yu
Beijing University of Chemical Technology, Elsevier Most Cited Chinese Researchers

Abstract
In this talk, artificial neural networks (ANNSs) are used as an important prediction tool for time series

forecasting. The four main forms using ANNs to predict time series are introduced. In particular, some
important issues about data preparation in ANN forecasting are involved in this talk. Finally, some related
research progress on ANNs in time series forecasting done by presenters are briefly given.

Short Bio

Prof. Lean Yu received his Ph.D. degree in Management Sciences and Engineering from Academy of
Mathematics and Systems Science, Chinese Academy of Sciences (CAS) in 2005. He is currently a professor
and PhD supervisor of School of Economics and Management, Beijing University of Chemical Technology.
He is a winner of National Science Fund for Distinguished Young Scholars, National Program for Support of
Top-Notch Young Professionals and “Hundred Talents Program” of Chinese Academy of Sciences. He is acted
as a guest editor, managing editor, associate editor and editorial members of many international journals
including Computers & Operations Research and Journal of Computer Science. So far, he has published five
monographs (two monographs have been published by Springer-Verlag) and over 100 SCI/SSCI articles in
some top journals including IEEE Transactions on Evolutionary Computation and IEEE Transactions on
Knowledge and Data Engineering. At the same time, he received many awards and honors, such as “Elsevier
Most Cited Chinese Researchers™ from Elsevier, “China Youth Science and Technology Award” from the
Organization Department of the Central Committee of the CPC, “The 100 National Best PhD Theses Award”
from Academic Degrees Committee of State Council and Ministry of Education of China, “First Class Prize
for Beijing Science and Technology Award” from the Beijing Municipal Government, First Class Prize for
Natural Science Award of Ministry of Education (MOE), Beijing Mao Yisheng Youth Science and Technology
Award, and “Lu Jia-xi Young Talent Award” of Chinese Academy of Sciences. His research interests include
business intelligence, big data mining, economic forecasting and intelligent financial management.
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An estimation of a scale parameter based on the
Fourier-Mellin transform

Akira Morimoto
Faculty of Education, Osaka Kyoiku University, Osaka 582-8582, Japan

morimoto@cc.osaka-kyoiku.ac.jp

Abstract

The Mellin transform is well known as a scale invariant transform. The Fourier-Mellin
transform is not only scale invariant but also time shift invariant. Based on the Fourier-Mellin
transform, an algorithm, which checks whether two speech signals f(t) and g(t) have a relation
g(t) = Bf(at — ) and estimates o and f, is proposed. Several experiments have shown the
usefulness of the algorithm.

Keywords : the Mellin transform, the Fourier-Mellin transform, scale invariant, time shift
invariant, speech signal

1 Introduction

The Mellin transform [1, 2, 3] is well known as a scale invariant transform. For speech signal f(t)
and its scale transform f,(t) = f(at), we can estimate o > 0 by the Mellin transform (See §2).
From f(t) and its scale-shift transform fo (t) = f(at — ), we cannot estimate the scale .

The absolute value of the Fourier transform is time shift invariant. If we apply the Mellin
transform to the absolute value of the Fourier transform, then we can estimate « from f(t) and
fa~(t). This method is called the Fourier-Mellin transform (see §3). The Fourier-Mellin transform
are widely applied in various fields, for example, mammalian hearing [4], rhythm description [5],
eray-Level image description [6], etc.

In §4, we propose Algorithm 9 which checks whether two speech signals f(t) and g(t) have
a relation g(t) = Bf(at — 7). If the relation exists, we can estimate o and 3 by the algorithm.
Several experiments have shown the usefulness of the algorithm.

2 The Mellin transform

We Define the Mellin transform according to [1].

Definition 1. For w > 0, the Mellin transform of a function f is

+oc
M = / £ dt.
)
The inverse Mellin transform is

c+i00
f0 =50 [ (M)}

where c € R and i = /1.
Property 2. For a scale o > 0, the Mellin transform of fo(t) = f(at) is
M folw) = ot Mf(w).

Hence, the scale parameter o is



Example 3. Define f(t) by

o | sin(27t), 0<t <2,
f) = { 0, otherwise,

we set g(t) = f(t —2) and g,(t) = g(at) with o = 0.7. In the upper left of Figure 1, the blue real
line corresponds to g(t) and the red broken line corresponds to gg7(t). Using the equation (1), we
make a graph of « against w illustrated in the upper right of Figure 1. The graph is like a constant
function, because the range of fluctuation is about 0.5% of 0.7. Then we estimate the scale « at
0.7. We set h(t) = fo7(t —2). In the lower left of Figure 1, the blue real line and the red broken
line correspond to g(t) and h(t), respectively. We make a graph of a against w illustrated in the
lower right of Figure 1. We cannot estimate a from the graph. The time shift interferes with an
estimation of «.
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Figure 1: Upper left: g(t) = f(t — 2) (blue real line) and go 7(t) (red broken line). Upper right: «
against w. Estimate « at 0.7. Lower left: ¢g(¢) (blue real line) and h(t) = fo7(t — 2)(red broken
line). Lower right: « against w.

3 The Fourier-Mellin transform

Definition 4. The Fourier transform of a function f is

e +00
Ftg)=Flei= / £ o€t dt.

— 00

Property 5. The Fourier transform of f.(t) = f(at) s

g =2 F (ﬁ) |
(87 Oy

Property 6. The Fourier transform of a time shift f(t — ) is
FIUFC=E) = e Ff(8).
Therefore, |F[f(- = )(§)] = |Ff(E)I.



Definition 7. The Fourier-Mellin transform of a function f is

Fiflme) = [ |R0] e

0

where p > 1 is a constant.

Property 8. For a scale a > 0, the Fourier-Mellin transform of fa 5~(t) = 8f(at — ) is
FM[faprlp,w) =@t g7 FM(f)(p,w). (2)

Algorithm 9. For f(t) and g(t), we decide whether g(t) = f, 3,+(t), and estimate a and 3 in the
following steps:

1. Take the natural logarithm of the equation (2), we have

R(p,w) = log (FM[fa p,](p,w)) — log (FM[f](p,w))
= (w+1-p)loga+plogpg.

2. Fix p = 4. For several w, we estimate log @ and log /3 by the least square method.

3. Using the estimation of 3, plot a graph of

_ ( FMfol(p,w) )”W“"”
pe FM(fl(p,w)

against w.

4. If the graph of « is like a constant function, we decide g(t) = fq g ~(t), and estimate o by
the step 2.

Example 10. We apply Algorithm 9 to speech signals. We play the same speech signal with
different sampling rates which are 12000 Hz and 16000 Hz, and record them. The upper left of
Figure 2 is graphs of two speech signals. The upper right of Figure 2 is graphs of the absolute
values of the Fourier transforms. We make a graph of R(p,w), p = 4 against w (See the middle
left of Figure 2). Using the least square method, we estimate o = 1.3338 and 8 = 1.5016. We plot
a graph of o against w. the middle right of Figure 2 is like a constant function, because the range
of fluctuation is about 2% of « = 1.3338. Then we decide the second speech is just a time-shifted
of the first speech with the scale a.

In the case of different speeches, the lower left of Figure 2 is the graphs of two different speech
signals. We plot a graph of o against w. We decide two speeches have no relation, because the
lower right of Figure 2 is not like a constant function.

Acknowledgements
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Uncertainty Principles Related to Fractional
Fourier Transform

Mawardi Bahri® and Ryuichi Ashino®
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b Mathematics and Informatics, Osaka Kyoiku University, Osaka 582-8582, Japan
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Abstract
A direct relation between the Fourier transform and the fractional Fourier transform is
studied. Some properties of the fractional Fourier transform are investigated using this rela-
tion. Several versions of uncertainty principles involving the fractional Fourier transform are
presented.

Keywords: fractional Fourier transform, Donoho-Stark uncertainty principle, fractional wavelet
transform

AMS Subject Classification: 11R52, 42A38, 15A66, 83A05, 35L05

1 Fractional Fourier Transform (FRFT)

The inner product of L(R) and Fourier transform of f € L*(R) are defined by

9wy /f gBdt, F{IHE) = J—/f e dt.

The fractional Fourier transform of f € L'(R) is defined by F*{f}(¢ / f()K?(t,€) dt, where

42 g2ycotl
i+ 155 u.{csc(i7 2 # nn

K= ¥ o= )
B ot - &), 6 =2nm
ot + &), 6=(2n+1)m,n€Z.

Here, § is the Dirac delta function and
elG-9 1—icoth

CQ
V2rsinf 2w

Note that
]:o{f}(f) - C()/ f(t)ei(t2+§‘2)£“2?_9—it£csc(’ dt
R

— et / fo)et
R
= OV Vam {5 f()}(E esch). (3)



Denote

folt) = €5 £ (1), (4)
then we have
T O =Flfa} (gesch), e FUH )0 = F{fHE es0). ()

Now we provide the different proof of Parseval formula for the FRFT using the direct relation
between the FT and FRET.

Lemma 1.1 (FRFT Parseval). For all f,g € L*(R), the following relation holds:

(92w = (FH{ L PP {9 2wy (6)

and

”f“%?(m) = H‘Fﬁ{f}”%ﬁ(R)' (7)

2 Uncertainty Principles for FRFT

Our interest is to derive two uncertainty principles involving the FRFT. They are generalized forms
of the uncertainty principles related to the conventional Fourier transform.

Theorem 2.1 (FRFT uncertainty principle). Let f be in L*(R). If F{f} € L*(R), then the

following inequality holds:
2 N
—— (/ | f(1)] dt) : (8)
R

Extension of the above theorem is showed by the following result.

/R 4217 (1) de / €| PO FHOf de >

Theorem 2.2. Under the same conditions as in Theorem 2.1 we have

e [ 1€P1F 0N ) g > LA (

dt) (9)

We state the following result, which describes the sharp Hausdorff-Young inequality related to
the FRFT .

for1 <s<2.

Theorem 2.3 (FRFT Hausdorff-Young). For any 1 <r < 2 such that % + % = 1. Then for every

function f in L™(R), it holds
/s 1/r
> < jsmf)|=s 2pl/2rg "1/2"'(/” dt> : (10)

(171

Proof. Applying the sharp Hausdorft-Young inequality related to the conventional Fourier trans-

form results in
; 1/s i . 1/r
([irunora) srmse( [ ora) (1)
JR Ir

_16_



Including fy defined by (4) into both sides of (11) yields

1/s 1/r
(/ FUMHOI ) < riors ([istorar) (12)
JR R
We further have

</n% |F{fo}(&csch)|® dE esc H)I/s < Pl g-1/2s (/R ot dt>l/r‘ (13)

Using (5) we write the above identity as

. 5 1/s 1/r
( décsc6> < rW/Pg Ws(/le”“‘” B dt) . (19)
JR

_,LE'Z cot 0

e 2

FHIHE)

1 —icotl

Thus

1/s 1/r
(wmmil / \Fa{f}(ﬁ)lsdé:) s//( / If(t)I'rdt> . (15)

Or, equivalently,
- 1/r
([ iora) (16)
R

( / lfo{f}@)tsdg) " < Jsing

which finishes the proof of the theorem. O

Theorem 2.4 (FRFT Donoho-Strak’uncertainty Principle). Suppose that E and T are measurable

subsets of R. Suppose that f € L'(R) N L3(R) with 1 < s < 2 such that = + 3 = 1. Then for any

[ is eg-concentrated to E in L*(R)-norm and FO{f} is er- _concentrated to T in L™ (R)-norm we

have

. |COUE T\ f Il ry
T (=)l =er)

In particular, for s = 2, equation (17) becomnes
(1—ep)(1—er) < IC°IVIEITI. (18)

Theorem 2.5. Let E and T be measurable subsets of R and let f € L"(R) with 1 < r < 2 such
that % + % = 1. If f is cg-bandlimited to E in L"(R)-norm, then the following inequality holds:

IS}

(17)

|\ Pefllr@) < ( || sin 6] 371/ s™125(1 4 ep) + €T> Il w)- (19)

Theorem 2.6. Assume the same conditions as in Theorem 2.5. Under the additional condition
that the function f is eg-concentrated to E in L™ (R)-norm, then one has

1 = G = Cp

E T < BT O sin )b (20)
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A REMARK ON WEIGHTED ESTIMATES FOR
MULTILINEAR FOURIER MULTIPLIERS WITH MIXED NORM

MAI FUJITA AND YOSHIROH MACHIGASHIRA

Weighted estimates for multilinear Fourier multipliers satisfying Sobolev regular-
ity with mixed norm are discussed. Our result can be understood as a generalization
of [4] by using the L"-based Sobolev space, 1 < r < 2 with mixed norm.

1. INTRODUCTION

In this talk, we consider the boundedness of Fourier multiplier operators. Roughly
speaking, the purpose of this study is to investigate “smoothness and integrable
index” of multipliers which are measured by the Sobolev spaces defined in several
ways. In this section, we give a prototype of main result, that is to say, n = N =1
in Theorem 2.1.

Let N = 1. This means we consider the linear setting. For m € L>®(R;), the
linear Fourier multiplier operator T;, is defined by

Tl P)@) = Fm(@ (@) = {F 7] + 1} (2) = 5- / e m(€)f (&) de

R

for f € S(R), where z,£ € R (see Section 3 for the definitions of function spaces).
As an example of this operators, namely, systems, we recall the Hilbert transform,
that is, the Analytic Signals. The multiplier m of the Hilbert transform on R
is given by m(£) = —isgn(§). Next, we recall the cut-off function, scalling and
localization. Let ¥ € S(R) be such that

supp¥ C {€€R:1/2< ¢l <2}, D U(g/2) =1 £eR\{0}.
kCZ
We set,
m;(€) = m(ZEL(E), jE€Z
Our aim is to assure the boundedness of T,,, that is, stability of this system

under the condition m; € Hj, where Hj is the L*-based Sobolev space.
In the next section, we give the notation and main result in the general setting.

2. THE RESULT

For m € L®(R™"), the N-linear Fourier multiplier operator T,, is defined by
1

Tm(flv § % fN>(T) e W \/(R,,,)N 6i1'(£17+””+&v)m(€)ﬁ(El) - f/;(SCN) dE

for f1,...,fy € S(R™), where z € R", & = (&,...,&v) € (RM)Y and d§ =
d, ... dén. Let U € S(RY™) be such that

supp¥ € {€ e RN 12 < gl <2}, S U(e/2) =1, £eRY\ {0},

kEZ



and set . _
mj(gh s 7EN) = m(2']§17 x 8 '72J£N)\IJ(€17 B 75N)7 J & Z

We denote by || T || o1 (uwy)x-x LN (wn) s Lr(w) the smallest constant C' satisfying

N
“Tm(flv e afN)“]J’(w) < CH l[fi”L”i(w,;)a flj s 7fN € S<Rn)
i=1
(see Section 3 for the definition of function spaces).
In the unweighted case, Tomita [13] proved a Hérmander type multiplier theorem
for multilinear operators, namely, if s > Nn/2 then

| Tl o1 Ry x - x Lo (R Lo (R) S s [l s mvmy
J&

for 1 < pi,...,pn,p < oo satistying 1/p; + -+ 1/py = 1/p, where H3(R"") is the
L*-based Sobolev space of usual type. Grafakos-Si [6] extended this result to the
case p < 1 by using the L"-based Sobolev space, 1 < r < 2. For further results in
this direction, see [5, 9, 10]. Let 1 < py,...,py < oo and 1/p;+-- -+ 1/py = 1/p.
In the weighted case, Fujita-Tomita [4] proved that if n/2 < s; < n, p; > n/s; and
Wi € Apuim fOr i =1,..., N, then

(1) I Ton

L7 (1) x - x LPN (wy )= Lp(w) S SUD “"nj||11§((ua")fv)v

j€Z
where w = w?’?" .. w?/™ and H((R™)™) is the Sobolev space of product type. This
result can also be obtained from another approach of [7]. See [8, 1] for the endpoint
cases.

The following is our main result which can be understood as a generalization of
[4]. Taking 7, =2,¢=1,..., N in (2), we have (1). Si [12] obtained some weighted
estimates for multilinear Fourier multipliers with the L"-based Sobolev regularity,
1<r<2.

Theorem 2.1. Let1 <py,...,py <00, 1/p1+---+1/py =1/p, 7= (r1,...,TN) €
(L2, ry <7y <<y <71, §=(51,...,8x) € RN and n/r; < 5; < n for
1=1,...,N. Assume

pi>n/s; and w; € Apgm for i=1,...,N.
Then

(2) Tl L2 (1) - LPN (o) > Lo () S sup Il s gmyvy.
je

where w = wf/p’ e w’,i]/pN and HE((R™)N) 4s the Sobolev space of product type with
mized norm

3. PRELIMINARIES

Let n € N be the dimension of the Euclidean space. The Lebesgue measure in
R™ is denoted by dx (See, for example, [11, Chapter 1, 2]). Let N be a natural
number, N > 2. An operator T acting on N-tuples of functions defined on R" is
called the N-linear operator. For two non-negative quantities A and B, the notation
A < B means that A < CB for some unspecified constant C' > 0 independent of
A and B, and the notation A ~ B means that A < B and B < A. Let S(R")



and 8’(R"™) be the Schwartz spaces of all rapidly decreasing smooth functions and
tempered distributions, respectively. We define the Fourier transform F f and the
inverse Fourier transform F~!f of f € S(R") by

FIO=F@) = [ e f@ds md 7w =g [ e

(See, for example, [3, Chapter 1]). Let 0 < p < oo and w > 0. The weighted
Lebesgue space LP(w) consists of all measurable functions f on R" such that

1/p
W llew) = (/}Rn lf(ac)l”w(:c)d:z) < 00.

Let 1 < p < oco. We say that a weight w belongs to the Muckenhoupt class A, if

1 / ) ( 1 / - )p~l
sup | — | w(x)dzr — [ w(z) P dx < 00,
w (177 [, w0 ) (37 f, v

where the supremum is taken over all balls B in R", |B] is the Lebesgue measure of
B and p' is the conjugate exponent of p, that is, 1/p+ 1/p’ = 1. It is well known
that the Hardy-Littlewood maximal operator M is bounded on LP(w) if and only if
w € Ay([3, Theorem 7.3]).

For s € R, the Sobolev space H3(R") consists of all f € §'(R") such that

lgaes = ([

The norm of the Sobolev space of product type Hi((R™)V), 5= (s1,...,sn) € RY,
for F € S'((R™)V) is also defined by

S(rRnyNYy =
HE((R)N) (/(RH)N

where g - (51; P& 7€N) € (Rn)N

We recall the definition of LP-spaces with mixed norm ([2]). Let p'= (p1,...,pn) €
(0, 00)N. The Lebesgue spaces with mixed norm LF((R™)") consists of all measurable
functions F' on (R™)" such that

R 1/2
(+leprefef o) <.

i

N 1/2
(+ a0+ P @ &)

1F oy = [ IE @ om) @ den | e, oy < 0

where (z1,---,zy) € (R")" and dz; is the Lebesgue measure with respect to the
variable z;,7 = 1,...,N. The norm of the Sobolev space of product type with
mixed norm HI((R™)N), 5= (s1,...,5y) € RN and 7= (ry,...,7n) € (1,00)", for
F e S'((RM)V) is also defined by

Pl = |77 [g60 -+ )™ IF)]

where € = (&,...,6v) € (RN and (&) = (1+[&)"%i=1,...,N.
The following lemmas will be used in the proof of Theorem 2.1.

LF(R™MN)

Lemma 3.1 ([2, Young’s inequality for mixed norms]). Let j = (p1,---,pn) €
[1,00]", then

1S gll Lagamyny < Wl Lomymy 19lpa o gemywy -



Lemma 3.2 (]2, Hausdorft-Young’s inequality for mixed norms)). Let p= (py, - ,pn) €
[1,2)Y and py < py-1 < --- < py, then

“}—U‘}“LJ((RH)N) S Hf“Lﬁ((Ru)N)

where = (p},--- ,py) and p} is the conjugate exponent of p;;i =1,...,N.
4. KEY LEMMA
The following lemma is a key lemma in the proof of Theorem 2.1.

Lemma 4.1. Let r > 0, 7 = (rq,...,7n), *™n < ry-1 < - <1rg <1, § =
(S$1,...y8Nn), nJrs < 8; <mandn/s; < q <r, i =1,...,N. Then, the estimate

N
T2y (f1s -5 Sn)(@)] S Il sy H M (| fi]%) ()"

i=1
holds for all z € R", j € Z and m € HI((R™)N) with suppm C {€ = (&,...,&n) €
(R : €] <r}.
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Abstract

In this paper the authors try to introduce 3 categories of algorithms recently used in big data and machine leaning
analysis: a. Statistical and probability methods, b. Neutral networks algorithms methods, and c. the Optimized function
analysis based on analytic mathematics and numerical methods (e.g. the Stenger Methods or the SINC Methods),
which the author are using to train students at University of Guam. The paper also gives examples of case studies to
show how to employ SINC Methods to do analysis and to solve linear regression, and particularly nonlinear regression
problems.

Key Words Algorithms, Big Data Analysis, Optimized analysis methods, SINC Methods, Case studies

1.Introduction

In the study of data analysis and machine learning, in order to reduce the error of analysis and make
accurate prediction for future performance, we need to select right analysis algorithms for the patterns of
selected data. The recently used algorithms for data analysis and machine learning we teach our students
can be classified into three categories. The lts category is to search the highest probability to make decision
[1]; the 2nd category of methods is using electronic circuits to simulate human's brain nerve systems to
reach the best physical status to make decision. This is the traditional computer science methods which
have been very complicatedly developed with hundreds of layers of neural networks [2]. The 3" category
of methods combines mathematical and computer sciences, called optimized analytic function methods or
newly developed SINC Methods, which have been initiated and developed by one of the authors’ former
PhD Adviser of 1990s, Professor Frank Stenger and his research team (especially his postdocs, PhDs and
Master students). Therefore, we call these methods the Stenger Methods [3]. The above three analysis
categories are different approaches, but the result is the same: the smartest decision-making.

In the above mentioned 3 categories of algorithms, the 1% and 2" categories have been well introduced
in publications, especially in various textbooks taught in colleges and universities worldwide [4, 5], we will
not repeat them to discuss here. In the following we will concentrate on the 3" category of algorithms, the
Stenger Methods or SINC Methods. We will start from a group of PDEs (partial differential equations
generated by the equation of the Least Squared Error Expression. Then we discuss the methods to solve the
group of PDEs in case studies according to different patterns of the experimental data to find the optimized
function, Y (X), which can best describe the selected experimental data. We will tell how the SINC Methods
work and how to use them to solve real world problems in data analysis and machine learning. We will also
give a case study using a set of the real-world tourism industrial data and the optimized analytic function
methods to show the accuracy of analysis of the methods.

2. Optimized Function Algorithms Based on the Least Squared Error Methods

423_



Now, assume we have a group of experimental data from which we want to discover the laws (or
regularities) of nature that are hiding in these experimental data (excluding instrument errors and
computational errors of algorithms).

Xi: X, X2, X3, P Xn
(1)
Vi Y, ya, V3, ey Vn

Let’s use the principle of Least Square method to find the unknown law expressed in mathematical
format (or formula), ¥ (X), where X = (x4, x5, =+, Xp).

0X)= 3Ly [Vi(X) — y;]* = min. (2)

According to Expression (2), we can have [making use of data set (1)]:

30 oy
by 12 (X)) = yp) ey 0

6a2

o= T2 (Y () =) 5o = 0 3)

d ay
%= i=12¥i—y) - =0
In the following we will discuss how to solve the Equations (3) above to find the optimized function, Y(X),
to do data analysis and machine learning.

3. Case Studies
3.1. Case 1: Linear Data Patterns

[f the selected dataset (/) above is a linear pattern, Equations (3) can be easily solved in the regular
linear regression methods either by traditional statistical regression method or by the optimized analytic
function method, which needs to solve a group of linear algebraic equations using linear algebraic
knowledge. The detailed computational procedures can be seen in regular mathematics or computer science
textbooks.

3.2. Case 2: Nonlinear Data Patterns

If the selected datasets (1) above are nonlinear patterns, the method to solve Equations (3) will be
complicated. For a weak nonlinear case, we can use some mathematical transformations to turn it into a
group of linear algebraic equations to find their nonlinear analytic regression solutions, or, use a weak
nonlinear approximation method to obtain an approximate analytic regression solution [6]. However, if the
selected datasets (/) above appear as a strong nonlinear case, we wouldn’t_have the usual set of analytic
solutions. But we can use computers to get numeric approximate solutions based on different computational
algorithms, such as Newton-Gaussian iteration method or by SINC methods. The detailed steps and
procedures for nonlinear regression using optimized analytic and numeric functions can be seen in
textbooks and research papers published by Professor Frank Stenger [7].

The widely used new computational methods, the Stenger Methods (or SINC Methods) are mainly
developed by Professor Frank Stenger and his graduate students at University of Utah and at various
universities in the US and other countries. SINC methods are based on linear algebra, complex analytical
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functions, Fourier transformation, Newton iteration and etc. SINC methods are highly efficient, more
accurate high-performance computational algorithms compared to currently existing computational
methods. SINC methods can re-write the whole sets of existing computational algorithms and make a
revolution in future computational engineering and computational science. No other method of computation
accomplishes such breadth of applicability, Due to their efficiency, these methods make possible the
accurate solution of frequently occurring computational problems which were hitherto extremely difficult,
or impossible to carry out. Parallel computation, e.g., the solution of multidimensional problems falls out
very simply and efficiently for algorithms based on SINC methods. In the following we give an example as
a real-world case study using a set of tourism industrial data, which is very important to the economy
development for the island of Guam, to show the accuracy of the optimized analytic function methods
applying into data analysis and machine learning.

3.3. Case 3: Data Analysis of Japanese Tourists Visited Guam in 2004 — 2017
The number of Japanese arrivals to Guam annually from 2004 to 2017 are listed in Table 1.

Table 1. Japanese Tourist Arrivals to Guam Annually during 2004 — 2017

Year X; Number of Number of
Arrivals (yi) Predicted (Y:)
2004 0 894035 895275
2005 1 936219 937874
2006 2 959779 950826
2007 3 929618 934132
2008 4 882782 - 887792
2009 5 815262 811805
2010 6 884801 479888
2011 7 819256 819253
2012 8 907765 908574
2013 9 912093 911278
2014 10 826830 : 827096
2015 11 779405 790282
2016 12 152757 741870
2017 13 674343 677964

The data pattern can be visualized in Figure 1 below. It shows the selected data is a highly nonlinear
pattern. Traditionally, we can use the classical Newton-Gaussian iteration method to solve the group of
nonlinear algebraic equations generated from Equations (3). The nature of the Newton-Gaussian iteration
method is to use infinite linear functions with extremely short time-interval to simulate the nonlinear curve
step by step. But this classical method causes huge computer’s CPU computational efforts and consumes a
lot of computer’s memory. Therefore, it is not a high-performance computing method. In this study we have
developed a new type of high-performance algorithm, use a set of finite simplest nonlinear analytic
functions to replace the classical linear functions to approximate the selected nonlinear data curve. The
detailed algorithms and computational procedures can be seen in [6, 7, 8].
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Fig. 1. Comparison of original data (Japanese arrivals annual to Guam, blue curvej and the
optimized analytic function predicted data (red curve)

4. Accuracy and Error Analysis of the Nonlinear Regression Using the Optimized Function

Algorithms
The computational results of the error analysis are listed in the following Table 2 using the standard
total deviation and Pearson correlation coefficient methods.

Table 2. Statistical analysis of errors and Pearson correlation coefficient

Error type Error formula Error value
Total least square error QX)) =¥y — Y (x))’ 393182929.8
Mean value of original 7
data y== % 8553532143
1
Total difference of original - -
data and mean value Z(y,- =9 3872.47
: 7 e
Total variance 5%4 — EZ%‘L(YL' — ) 6012994643
Standard total deviation 014 77543.50161
Pearson correlation Lo - D —y)
coefficient JZ%“(XI- 5 JZ%‘*(M- 5 0.997687109

The accuracy and error analysis are used to compare the accuracy and errors generated by different
analysis methods (or algorithms), therefore we can decide which method should be selected for high-
performance computing in data analysis and machine learning research. From the Table 2, we can see the
correlation coefficient of the selected nonlinear regression method is very high, 0.9977, almost 100%. The
errors between function predicted and original data are among the least of other traditional statistical
regression methods.



5. Conclusion

In the above, we have introduced the three categories of algorithms of analysis being used in big data
analysis and machine learning research: neural network methods, statistical and probability methods, and
optimized analytic function methods, among which, the authors emphasized on the category of the Stenger
Methods or SINC Methods starting from a group of PDEs or partial differentials Equations (3) from the
Least Squared Error Method to simulate and predict selected datasets. For the different data patterns, the
paper made case studies on both linear and nonlinear cases to solve Equations (3) using the optimized
analytic function methods. The paper also includes a special case study with real-world data of Japanese
tourists visited Guam in 2004 — 2017 to show the accuracy and effectiveness of the optimized analytic
function methods in big data analysis and machine learning research.
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1. Abstract/Introduction
Inspired by Critchlow [1], I previously advanced a new order in space to account for the
regularities and relationships of the regular and semi-regular polyhedra, in three classes -1
of {2,3,3}, {2,3,4}, and {2,3,5} symmetry, and its extension to the regular and semi-regular
tilings of the plane, of two classes [V & V of {2,3,6} and {2,4,4} symmetry [2]. Each class
consisted of 7 polytopes, together with a further enantiomorphic 8™ snub polytope, which
functioned as a transition polytope. Within each class, 3D polyhedra (2D polygonal arrays)
were presented in inverted “T” form, consisting of a horizontal base truncation sequence
between positive (+ve) polar and negative (~ve) polar polytope: PL'— TP"— QR — TP— PL";
and a vertical transcendent sequence: 1° QR — (1.5° SnbQR) — 2° SR — 3° GR (with SnbQR in
either enantiomorph form). In this work, I assume that the reader is familiar with that earlier
research, which PDF is downloadable from my homepage [2]. The recognition of the regular
polyhedra of +ve & —ve tetrahedra, octahedron & cube, and icosahedron & dodecahedron as
extreme polar forms, mediated by the perfect forms of the Class I-1II quasi-regular polyhedra
of the respective ‘tetratetrahedron’ (2-colored octahedron), ‘octahexahedron’ (cuboctahedron),
and icosidodecahedron (and corresponding Class IV & V quasi-regular 2D polygonal tri—hex
and square—square arrays), was a relevant critical insight informing another of my papers [3].
In this present paper, I advance a cubic 2.5-dimensional schema to better describe the
morphological structure of each class, by firstly positing a null polytope VP; then
transforming the structural order of each class from the inverted T form of two sequences,
into a cubic schema of two expansion sequence clusters, whereby in either, a seed polytope
expands in either of two ways into two kinds of intermediary polytope, then in the other way,
to a fully developed polytope. [ describe this in relation to the most important Class I of
{2,3,4} symmetry, as it corresponds to the polyhedra that constitute all 16 (10 distinct) of the
Class I1I honeycombs. To confirm the validity of the order, I also describe Class IV of {2,3,6}
symmetry of the regular and semi-regular tilings of the plane, which like Class I & III, is
asymmetric: polar opposites are not the same though recolored polytopes, but different
polytopes. The diverse correspondences of the order across classes are rigorous. In a longer
development of this paper, 1 anticipate describing all five classes of the revised new order in
space, characterizing the polytopes and their expansion sequences and clusters thereof.

Keywords: all-space-filling, polyhedra, honeycomb, tiling, structural morphology, semi-regular, order.
Supplementary Information: Colored figures and downloads http://www.rmeurant.com/its/si-21.htm|

A New Order in Space [2]: available at PDF 06 at http.//www.rmeurant.com/its/papers/polygon-1.html

(NB. To save space, the cubic 2.5D schema in shown throughout in vertically compressed cuboid form).



Nomenclature

+ve, positive; —ve, negative; C, class; CB, Cube; CO, Cuboctahedron; DD, Dodecagon (12-gon); E,
Edge; E°, Neutral Edge; F: Face; GR, Great Rhombic; GRCO, Great Rhombic Cuboctahedron; HX,
Hexagon; NS, Neutral Square; ntrl, Neutral; OG, Octagon; OH, Octahedron; P/PL, Pole/Polar; PL*",
+/~ve Polar; QR, Quasi-regular; RS, Rotated (tRuncated) Square; RT, Rotated (tRuncated) Triangle;
RX, Rotated Hexagon; Snb, Snub; SnbCO, Snub Cuboctahedron; SnbQR, Snub Quasi-regular; SQ,
Square; SR, Small Rhombic; SRCO, Small Rhombic Cuboctahedron; T, Tetrahedron; Tr, Truncated;
TC, Truncated Cube; TH, Tri-Hex (array); TO, Truncated Octahedron; TP, Truncated Polar; TrP*-,
Truncated +/~ve Polar; TR, Triangle; V', +/-ve Vertex; V¢, Neutral Vertex; VPc, Verticial Polytope.

2. Honeycomb/Tiling Investigations

Inspired by Griinbaum and Shephard [4], I later investigated the structural morphology of the
all-space-filling polyhedral honeycombs of Class I-II of {2,3,3|2,3,3}, {2,3,32,3,4}, and
{2,3,4]2,3,4} symmetry, and the corresponding polygonal tilings of the plane of Classes IV &
Vof {2,3,6} & {2.4,4} symmetry [5-7]. I gained significant insight into the honeycomb order
when | posited for each class C the null quasi-regular polytope, as the vertex of zero
dimension, with zero extension, but with +ve and —ve polar vertices V" and V-, and neutral
(ntrl) vertices V°, all coincident in the verticial polytope VPc = V' + V° + V-, while allowing
spatial extension in the expansion sequences. This insight was first in relation to the various
3D honeycombs, especially the polyhedral honeycomb Class III of {2,3,4[2,3,4} symmetry,
and later extended to the 2D honeycomb Class IV & V of {2,3,6} & {2,4,4} symmetry [5-7].
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Fig. 1. Archetypal expansion sequence diamond clusters at lower (left) and upper (right). Texts of

upper left and lower right diamonds refer to the faces of their lower and upper polytopes, respectively.
0° face is V, 1° face is PF (left); 1° face is TrPF, 2° is twice truncated = double frequency face (right).

Seed polytope expands in 2 ways, as one pole morphs while other separates by +1, and vice versa; then
morphed pole separates by +1 while separated pole morphs, and vice versa, to common rhombic QR.

Further progress was made through the organizing principle of the common formal structure
of an expansion sequence cluster, of contracted seed honeycomb that in the first stage,
expands in either of two ways to two intermediary honeycombs; and in the second stage,



expands further in the other of the two ways, respectively, to the fully expanded honeycomb
[5~7]. A common pattern to all 16 Class I {2,3,4/2,3,4} honeycombs (of 10 distinct forms)
[6: fig. 2] then became evident. The schema was also seen in the Class IV & V honeycomb
2D tiling arrays, allowing its recognition in the Class IV & V polytope arrays, and abstraction
to the Class I-1II polytopes. This revised order and 2.5D schema of the polyhedra enabled
deep insight into the structural morphology of the regular & semi-regular polytopes (Fig. 1).

3. The revised order of the Class Il polytopes and their 2.5D schema

The initial step of introducing the null polytope, in this Class II, the null CO VPy, is to locate
it on the central transcendent vertical axis, below the QR CO, in effect a 0° element. But this
does not provide adequate relation to the other polyhedra. The appropriate formal structure
then becomes two overlapping diamonds separated vertically (omitting SnbCO), recognizing
two groups of 4 of the now 8 elements, in which each element of one group has a unique pair
in the other group, logically pairing the lower form with its upper truncated form (Figs. 2, 3).

( TrCB>
\J’
TN
N &)
s
I VPy
Sy gl ¢

Fig. 2. Overlapping diamonds of the schema: Class II (left) & on neutral axis (center), Class IV (right).

This suggested investigating the corresponding transformations on each of the x, y, and z axes
of the figure, where the two overlapping diamonds could now be recognized as the lower and
upper faces of a cube in projection, in which those x, y, z axes could be examined (Fig. 3).

Fig. 3. Class 1T {2,3,4} (left), general 2.5D schema (center), Class IV {2,3,6} (right), on negative axis.

This schema shows a high degree of regularity. As previously mentioned, the vertical axis
transformations correspond to truncations, hence the null polytope VPi can be deduced to be
a truncation of the QR CO; V*, V°, & V™ coincide in the verticial VPy: VP=V* + V° + V-,



In the lower diamond sequence cluster, the seed form of the null VP expands on the x-
axis to the PL™ CB, and y-axis to the PL" OH: °" X wv 7 “®; then on the x-axis the OH, and on
the y-axis the CB, expand to the common neutral SRCO: on 7SRO X (5.

[n the upper diamond sequence cluster, the seed form of the neutral QR CO expands on the
x-axis to the TP~ TC, and y-axis to the TP* TO: ™ X ¢o 2 '¢; then on the x-axis the TC, and on
the y-axis the TO, expand to the common neutral GRCO: 1o 2 9 X 1, correspondingly.

Polyhedra axes are common to all polyhedra in a class, but vary class-to-class. Class 11 —
ve, ntrl, & +ve axes are defined as the normal axes of the (100), (110), & (111) planes,
respectively. OH vertices and CB faces are —ve, the edges of both in two orientations are ntrl,
while OH TR faces and CB vertices are +ve. The QR CO is composed of —ve RSs and +ve
RTs. Transformations of the constituent polytopes (faces/edges/vertices) of the 8 polyhedra or
polygonal arrays in a class can then be characterized by axis of the 2.5D schema. For Class II:
On the z-axis (T), —ve elements increase 1°: (V5 T RS, SQp T 0Gg, Vi T RS7, SQ; T OG7); ntrl
elements separate, so adjoining vertices become unit distance apart: (V{ T VP, 2x(EJ T ED),
NSg T NS?), the 2x(EJ T EY), being in 2 sets of different orientations; and +ve elements
increase 1°: (Vg” T RTS, TR} T HX{, Vi T RT, TRT 1T HXY).

On the x-axis ('), —ve elements increase 1°: (Vg 7 SQg, RSy 7 0Gg, Vi 7~ SQ7, RS/7 7 0GY);
N elements increase 1°: 2x(V° 2 E°, E° # NS); and +ve elements separate, so adjoining
vertices become unit distance apart: (Vi 2 V;f, TR{ » TRT, RTS 2 RT;, HX¢ 2 HX).

On the y-axis (N), reading steps right to left (R2L), —ve elements separate, so adjoining
vertices become unit distance apart: (Vi N\ Vg, SQ; N SQp, RS N RS, 0G] N\ 0Gg); ntrl
elements increase 1°: (E§ \ V@, NSJ X EJ, E? N\ VP, NS? N EY); and +ve elements increase
1°: TRE NV, HX3 < RTy, TRT NV, HXT X RT;) (refer Figs. 1-3).

The Class IV —ve axes are defined as the normal axes of the mid-faces of the triangles of
the PL TR array, the ntrl axes in two sets of orientations as the normal axes of the mid-edges
of the PL TR and PL HX arrays, respectively, and the +ve axes as the normal axes of the mid-
faces of the hexagons of the PL HX array, respectively. Hence the PL" TR array V- and PL~
HX array HX are —ve, the edges of both polar arrays in two sets are ntrl, while the PL" TR
array TR and PL™ HX array V™ are +ve. The QR TR-HX (TH) array is composed of —ve RXs
and +ve RTs. Transformations of the constituent polytopes (faces/edges/vertices) of the 8
Class I'V polygonal arrays can then be characterized by axis of the 2.5D schema:

On the z-axis (T), —ve elements increase by 1°: (V5 T RXj, HX; T DDg, Vi T RX7, HX7 T DD7);
ntrl elements separate, so that adjoining vertices became unit distance apart: (VY T VY, 2x(E§
T E?), NS§ T NS?), the 2x(ES T EY) being in 2 sets of different orientations; while +ve
elements increase by 1°: (V¢ T RT§, TR T RX¢, Vi T RTY, TR T RX).

On _the x-axis (), —ve elements increase by 1°: (V; 7 HXy, RXg 72 DDy, V; 2 HX7, RX] 7
DD;); ntrl elements increase by 1°: (V9 » EJ, ES 2 NS3, V2 » E?, E » NS?); and +ve
elements separate, so that adjoining vertices become unit distance apart: (Vi 7 V', TR} 7
TR}, RTS 7 RT{, RX{ 72 RX{).

On the y-axis (N), reading steps R2L, —ve elements separate, so adjoining vertices become
unit distance apart: (Vi N\ Vg, HX] N\ HXg, RX7 N\ RXg, DD] N DDj), ntrl elements increase by
1°: (E§ NV, NSY N EQ, EY N V2, NS? N EY); and +ve elements increase 1°: (TR} \ Vi, RXg
N RTF, TR N Vi, RXT N RT;'). (VB. All 2D polytope arrays (Figs. 2 & 3) repeat to infinity).
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The snub form is clearly a transitional form, as evidenced in the jitterbug sequences I
recognized in my early research [2] for each polytope Class I~V contraction SRQR — SnbQR
- QR; in Class I, SRCO — SnbCO — CO; and in Class 1V, SRTH — SnbTH — TH. The
Snub polytope in either or both of its enantiomorphs thus sits at the center of the schematic
2.5D cube its class, mediating the lower and higher diamonds. Class IT SnbCO or Class IV
SnbTH is, as before, between the 1° QR CO or TH and the 2° SRCO or SRTH, respectively.

The original linear horizontal truncation polytope sequence of PL" — TP* — QR — TP~ — PL"~
is devolved in the 2.5D schema to a revised ‘M’-shaped sequence; while the original neutral
linear vertical transcendent sequence now extends to include the null verticial polytope VP.

4. Commentary

In this paper, there are several key threads. The notion of sequence cluster of elements is
abstracted from Class III of the polyhedral periodic arrays (honeycombs), recognized in
Classes IV & V of the 2D polygonal periodic arrays (tilings); seen to therefore characterize
the 2D Classes IV & V of the regular & semiregular polytopes (2D polygonal arrays), which
have the same geometric form; then here generalized to all five classes of the regular &
semiregular polytopes, as in the exemplary Class II of {2,3,4} symmetry. The sequence
cluster (or sequence pair) can be seen as a diamond arrangement of two x two-step sequences,
from the inferior fully contracted central compound, in the first step expanding left & right to
intermediary polar +ve & —ve compounds, respectively; then in the second step expanding
further to right & left, respectively, to converge in the common superior fully expanded
compound. At each step, in either sequence, +ve faces either expand to the next higher rank in
their hierarchy, or separate by unit distance (edge length), from adjoining to adjacent.
Meanwhile, —ve faces show the converse: they either separate by unit distance, or expand to
higher level, respectively. The facial elements that separate in the first step, expand in the
second, and vice versa. This beautiful pattern of formal evolution seems to be fundamental to
the polytopes (as individual compounds), as well as the honeycombs & tilings (the periodic
regular & semi-regular repetitions of compounds to fill all 3D & 2D space, respectively). The
2.5D schema shows lower & upper diamonds; in the lower, the +ve & —ve verticial faces
develop from the seed VPc to expand left & right to +ve & —ve polar-faced PL*~ compounds;
these +ve & —ve faces separate right & left to recombine in the SR—which then jitterbugs,
contracting through the central snub to the QR in the upper diamond—from which the
truncated +ve & —ve faces separate left & right to their truncated polar compounds; then
expand right & left to their double-frequency faces to recombine, culminating in the GR.

In earlier research, I organized the regular & semi-regular 2D & 3D polytopes by
symmetry into five parallel classes, characterized by an inverted “T” pattern of horizontal
truncation sequence & vertical transcendence sequence of 7 compounds (8 including the
transitional snub form, in either enantiomorph). That provided a useful schema to appreciate
the relationships between these polytopes. In this paper, I integrate the null polytope of zero
dimension for each class that I later recognized in the 3D honeycombs and then 2D tilings, to
present a cubic (here shown cuboid) 2.5D schema that better accounts for the intrinsic order
within each polytope class. While the relations between class are unaltered, the class-to-class
correspondences remain rigorous: within each class, the corresponding polytope stands in



formally equivalent relationship to its neighbors. In each class there are now 8 compounds (9
counting the transitional snub compound, in either enantiomorph). The virtual null polytopes
can be imagined as the QR compound of their class, but of zero extent, so all +ve, ntrl, & —ve
vertices of the QR coexist in the same verticial point. There are thus 5 such null polytopes,
one for each class; while by analogy, the real QR represents the truncated form of the null VP.

In this paper I concentrate on Class II of the polyhedra of {2,3,4} symmetry, as they are
the most important and characterize the major Class IIT honeycombs of {2,3,4/2,3.4}
symmetry; and also refer to Class IV of the polygons of {2,3,6} symmetry to validate the
2.5D cubic schema extended to the 2D case. Classes 11 & IV (& III) are non-symmetric, in
that their polar forms are not the same (c.f. the Class I or V reoriented T*" or recolored SQ*").

5. Conclusion
This novel 2.5D schema of the regular and semi-regular 3D polyhedra & 2D polygonal arrays
proves vital towards characterizing their structural morphology, and is applicable across
classes; the behavior in one class is perfectly reflected in the other classes, as in the exemplar
jitterbug sequences. In addition, the schema recognizes for each class a null polytope VPc,
whose virtual properties are deducible from the schema. The schema exploits the same motif
of diamond expansion sequence cluster derived from the Class 11T all-space-filling polyhedral
honeycombs and Class IV & V polygonal tiling patterns of the plane, so appears archetypal.
In future research, 1 anticipate developing this paper to include all five classes I-V of the
regular and semi-regular 3D polyhedra and 2D polygonal tilings to present a completely
revised new order in space; then in later work, reapply the schema and component diamonds
to the five classes I-V of the all-space-filling honeycombs and tilings, in order to gain further
insight into their structural morphology, with potential applications to lattice structure, bone
scaffolding, polymer composites, kinetic space structures, and in general, to appreciate and
appropriately utilize the inherent subtle and profound harmonic structure of empirical space.
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Abstract

The growth of the amount of vehicles has leads to many problems. To solve these problems, we did a
research about ridesharing. Ridesharing is a pattern of transportation in which people with similar
itineraries and time schedules utilize spare seats in the vehicle and share the travel cost [2]. In this paper,
we came up with a new mathematical model to solve the ride-sharing route choice problem and
experimented it in a virtual traffic scene. According to the result, our model performs better than the
previous one.

Keywords: ride-sharing, Genetic Algorithm, route choice, optimization problem

1. Introduction

With the development of economic globalization, people’s living standard has been
improved a lot which contributed to a large growth of the amount of private cars. Because of
private cars, people’s lives have been much more convenient. However, on the other hand,
problems such as traffic congestion, the occupation of city space, air pollution, and the over-
consumption of energy have not been solved yet. Furthermore, on account of the increase in
the population, the amount of vehicles has grown as well. While there are too many unoccupied
seats in the moving vehicles which is a large waste of resources.

So far, most researches in the field of ridesharing are about the fundamental theory of
ridesharing such as the current status and tendency of ride-sharing, the organizing pattern of
ride-sharing and so on. The researchers have done many qualitative analysis upon many aspects
of ride-sharing which have enriched the ride-sharing theory. There are also some researchers
who have done some quantitative analysis. However, researches on the ridesharing route choice
are almost about mathematical models based on one-to-many organizing patterns. Moreover,
the factors and constraint conditions are comparatively simplex. For the calculation of the
mathematical models, they mainly utilized heuristic algorithms and greedy algorithm [1]. In
Zhou’s paper [1], he came up with a mathematical model and applied it in a virtual ride-sharing

scene as an experiment. Nevertheless, the scale of the traffic scene is relatively small.



In this paper, we proposed a new mathematical model and tested it in the same map with
Zhou, but we enlarged the scale including the amount of vehicles and passengers. Finally, we

have got an optimal route which has a better performance.

2. Mathematical Model

The problem consists of a set D = {1,2,...,d} of n vehicles, aset R = {1,2,....,r} of r
passengers, and a set V' = {/,2,...,v} of v stations. Each vehicle i belongs to set D. Each
passenger r belongs to set V. Each station m/n belongs to set V. Each street is regarded as a

line linked with two vertices (stations).

2.1 Optimized Objective Function

minz Z ChaXs (1)
iED mnev

C,"n_n is the cost that vehicle i pass through the street linked with station m and station n. X,lnj -

is a decision variable. If the passenger j riding vehicle i passed the street linked with station m

and station n, X;',’l’:n will be I, otherwise X,i,'{;n will be 0. Our optimization objective is to

minimize the total cost.

2.2 Constraint Conditions

EupXy ST (2)
mnev
el,>1 (3)
Y Kida=1 (4)
iep
B B 1, m= Oj
Zx,;{n-ZXT’;fm ={ -1, m=D; (5)
nev nev 0, otherwise
a:.i+1 - b;l 2 tn,n+l (6)
bi <t <al (7)

. i _
Where Xr‘nf{l’ LjerXum >0 or yio >,
’ 0, otherwise i

tmn 1s the theoretical time cost when a vehicle passes through the street linked with station m
and station n. T; is the max travel total time of passenger j. Constraint (2) ensures that the
theoretical total travel time is shorter than the max travel total time of the passenger j. e}, is the

amount of unoccupied seats in vehicle 7 when vehicle i is at the station m. Therefore, constraint



(3) ensures that there is at least one unoccupied seat in the vehicle so that it can contain new
passengers. Constraint (4) ensures that all the passengers in this system will be picked up,
namely, there will be no one who can not get a car. 0; is the origin of passenger j. Oy is the
destination of passenger j. Constraint(5) defines the origin and destination of passenger . a, is
the timing when vehicle i arrives at station m. b}, is the timing when vehicle i departs from
station m. Constraint (6) ensures the practical time cost longer than the theoretical one.

Constraint (7) is the time window constraint.

3. The Proposed Algorithm

In this paper, we use Genetic Algorithm to solve the above-mentioned mathematical model.
Genetic Algorithms encode a potential solution to a specific problem on a simple chromosome-
like data structure and apply recombination operators to these structures to preserve critical
information. Genetic algorithms are often viewed as function optimizers, although the range of
problems to which genetic algorithms have been applied are quite broad. An implementation
of genetic algorithms begins with a population of (typically random) chromosomes. One then
evaluates these structures and allocated reproductive opportunities in such a way that these
chromosomes which represent a better solution to the target problem are given more chances
to ‘reproduce’ than those chromosomes which are poorer solutions. The ’goodness’ of a

solution is typically defined with respect to the current population [3].

4. Experimentation and Results

We used the map of Zhou’s paper [1], and enlarged the scale of the experiment.

O-D pair | passenger | O-D pair | passenger

demand amount demand amount
1-6 4 6-4 9
2-8 8 7-3 6
3-9 11 8-7 10
4-5 9 9-2 7
5-1 6

Figure 1 map Table 1 O-D Pair & passenger amount



As shown in the figure, there are 9 stations. In the virtual scene, there are 3 vehicles, each
vehicle can contain 4 passengers. There are 9 origin-destination pair travel demands. The
amount of passengers of each demand is shown in Tablel.

The parameters’ settings of the genetic algorithm are: population size = 80, number of
generations = 100, crossover probability = 0.4, mutation probability = 0.1, and select
probability = 0.8.

The figure2 shows the process that Genetic Algorithm found the optimal solution whose

value is 138. The optimal route plan is shown in Table2.

Car Route Cost
180
1 2-6-8 10 75 b
2 6-3-4 14 70k
3 3-6-9-6 26 185
B
4 5-2-1 21 o 1
e
5 | 4365 | 20 & 1%
150
6 1-2-6 16
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140 |
8 8-7 5
135 % g . . d
-20 0 20 40 80 80 100
9 3-6-9 15 Generation
Table 2 Result data Figure 2 GA process
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Abstract

After the 2020 pandemic, the whole world will look remarkably different with the consideration of global
supply chain. This paper develops a general equilibrium model with endogenous industrial cluster and
endogenous industrial network of division of labour to formalise and explore the interrelationship and rules of
industrial cluster, network of division of labour, the economies of specialization and agglomeration under the
new era of post-pandemic global econOmy. The model suggests that institutional efficiency and mutual-trust,
and competition among countries and industries will facilitate important circular effects, which propelling and
shaping the arrangement and allocation of industrial clusters, the position located at the supply chain, and
consequently the status of economic growth. In particular, the improvements in institutional efficiency and
mutual-trust over economic and technology systems will expand the demand for transactions and network size,
which in turn will determine the development of cluster and network scope, as well as the position at the
network.

Keywords: Industrial network, Industrial cluster, Specialization, Division of labour, Infra-marginal
analysis, Supply chain

1. Introduction

Even after the 2020 pandemic subsides gradually, the world will be remarkably different with the
system of global supply chain. The supply shock that begun in China in February of 2020 and the
demand shock followed as the global economy shut down exposed the weaknesses and vulnerabilities
in the production strategies and supply chains of firms. Those events, combined with the US-China
trade war, have triggered a rise in economic nationalism. As a result, manufacturers worldwide will be
under greater political and competitive pressures to increase their domestic production, grow
employment in their home countries, reduce or even eliminate their dependence on sources perceived
as risky, and rethink their usage of inventory from the global supply chains. All the concern have
recalled our attention on the relevant issue of industrial cluster and industrial network [16].

There are enormous studies have been conducted lately on the issues of industrial cluster and
industrial network, which reflect substantial concern over economic growth and development through
global division of labour and specialization. Among them, Michael Porter [25, 26, 27, 28, 29, 30, 31,
32, 33} has discussed the “industrial cluster” on the foundations of market economies which contains
interrelated and dynamic mixtures of cooperative arrangements and competitive relationships. This
research stream can be traced back and significantly influenced by Alfred Marshall's notions of
"industrial districts" and "industrial atmospheres" [17,18], and also Piore and Sabel's term of "flexible
specialization" [24]. Porter defines a cluster as a geographic concentration (“geographical proximity)
of competing and cooperating companies, suppliers, service providers, and associated institutions,
which is resulted from the relationships among factor conditions, demand conditions, related and
supporting industries, corporate strategy, and structure and rivalry [27]. Moreover, industrial clusters
have been recently also studied as groupings of interrelated firms that innovate and generate economic
growth, such as "collective efficiency" [34], the function and effect of knowledge externalities and
spill-overs [3, 5, 7, 8], and the dynamic nature of interactive learning necessary for innovation [2].
Furthermore, Chandler argues that historically, economies of scale and scope have been achieved
mainly by large private and public enterprises [6]. Similarly, Lazonick [15] and Florida and Kenny [9]
also point out that large and high-end corporations a.re at the Heart of the innovation process and
growth since they have, unlike small firms, the ability to combine technology, investment, clearly



defined organizational structures, and the adoption of labour practices of flexible specialization, "just-
in-time" production, and outsourcing; and multi-skilled and multi-tasked employees. Regarding the
determinants of cluster, Nelson and Winter [20] and Nelson and Sampat [19] point out that location
choice by firms is driven by transportation cost minimization and optimal combination of key location-
specific inputs for an optimal level of production in order to maximize profit, and how institutional
arrangement affects economic performance. The institutions are as standard "social technologies", and
economic growth results from the co-evolution of physical and social technologies. According to
Storper [36], firms in clusters or industrial districts are aimed at securing competitive advantage. In
general, firms in clusters can take advantage of positive externalities and also force them to compete
more fiercely with the firms within other clusters which will provide the incentive for the clustered
firms to innovate [25]. Hence, cluster can be regarded as increasing various arrangements of networked
firms, it can be considered as a broader scale as a foundation for economic growth, specifically at the
level of the regional economy where promotion of entrepreneurial networks and clusters can occur [4,
14, 34, 38].

Regarding industrial networks, the literature on networks has historical roots in both the theory of
the firm and the literature on “growth poles”. In particular, the latter recognises the leading firms’ role
and potential for positive spill-overs for a number of non-geographically concentrated production and
commercial partners, through a “process of polarisation” or “propulsive development” [23]. In
Perroux’s original formulation, a growth pole referred to the linkages between firms and industries.
“Propulsive firms” are those firms that are large relative to other firms and generate induced growth
through inter-industry linkages as the industry expands its output [23]. This theory has significant
impact in the promotion of “linkage studies” that, rather than being related to the idea of “geographical
proximity” [29], it is more valid to develop and discuss the importance of linkages within trans-local
firms, subsectors, commodity chains, as well as global supply chains [21]. All these arguments stress
the importance of networks and linkages within wider spaces as a way to benefit from abilities and
advantages that cannot be reaped in local economies alone. Besides, there are different meanings over
networks depending on other theoretical approach adopted, such as theories of transactions costs,
resource dependency, strategic management, and social network theory. There are basically three
sets of concepts, based on strategy, network management, and social dimensions [39]. Harrison et
al. [13] have seen technological learning as one of the dynamic agglomeration outcomes to be
derived from combining geographical closeness and formal transactions based or informal
relationships. In a context where the agglomeration of firms and institutions is relevant to enhance
local competitiveness and make relational activities easier, the explicit interactive dimension of
networking provides an indication of the relational thickness of the system as well as its openness
with respect to linkages across different localities [1,11, 12]. As for Eisingerich, Andreas, Bell, and
Tracey [9], there is a social network to develop regional cluster performance. High performing
clusters are underpinned by network strength and network openness, but that the effects of these on
the performance of a cluster as a whole are moderated by environmental uncertainty. The networks
are instruments that may help firms to voluntarily expand their own competences by means of
complementary partners beyond limitations of their own organisation and of the localities where
they are settled. In this context, the process of “learning” offers a dynamic perspective on the nature
of both networking and clustering [9]. Hence, following the competence view, networking can be
beneficial because it may stimulate communication and convey new stimuli towards firms, thus
enhancing learning opportunities that may lead to technological upgrading and improved
competitiveness.

Although the notions of industrial cluster and industrial network have been widely applied, they
still largely remain fuzzy as a concept especially when we consider their own interrelated relationships
and their relationships with the factors and variables from the whole economy, such as the institutional
arrangements, trading efficiency, the level of specialization and agglomeration, as well as their
dynamic evolutionary. The current literatures have addressed many important aspects of cluster and
network, yet there is still short of robust frameworks to combine and explore them together under one
competitive market. From these perspectives, further studies on overlapping meaning of industrial



clusters and networks need be conducted. In this paper, it will regard industrial clusters and networks
as two forms of production organisation, and they may be complementary with each other. This
paper introduces a theoretically driven framework to provide structure and process related measures
that can be used to explain how cluster and network actually operate and interrelate within an
economy. The objective of this paper is to bring together the inter-individual strategic decision
making and the network of division of labour in order to explore the conditions underlying the
development of different types and level of industrial networks, institutional efficiency and mutual-
trust, as well as geographically and non-geographically clustered. In particular, this paper will
examine the relationship among institutional arrangement, fixed learning and entry cost, transaction
conditions, and the cluster governance structure and process at the corporate level, the cluster level
and/or the economy level.

2. A Model and Framework with Industrial Cluster and Industrial Network of Division

of Labour

2.1 The basic model

Following Yang [40], let’s consider an economy with a continuum of consumer-producers of mass
M. This assumption implies that population size is very large. It avoids an integer problem of the
numbers of different specialists, which may lead to non-existence of equilibrium with the division of
labour [37]. Each consumer-producer has identical, non-satiated, continuous, and rational preference
represented by the following utility function:
(la)  u=fF("y9.
where x¢ = (x + k- x¥) and y© = (y + ky - y?) are the amounts of the two final goods that are
consumed, x and y are the amounts of the two goods that are self-provided, x? and y* are the amounts
of the two goods that are purchased from the market, and k; € (0,1) and i = x,y or z. Fraction 1-k;
of a good sold disappears in transit due to an iceberg transaction cost, or £; is a trading efficiency
coefficient, which represents the conditions governing transactions. Regarding the effect of geographic
concentration or Porter’s “geographical proximity”’[27], we further assume that k; = (1 — t;) - K;, and
here t; is the coefficient of relative geographic distance, and K; relates to the general trading conditions
and the institutional environment that affect trading efficiency. f{.) is continuously increasing and
quasi-concave. For simplicity without losing the generality, it is assumed that f(.) = (x°) - (¥°).
Each consumer-producer’s production functions are:

(b) x? =x+x*=max{ly — F, (z+ k, - z9)% - (ly = F), (z+k,-z¥)F - (L, — F) }.
andk; =(1—t;)-K;.andi =x,yorz.
F=yp+f=1,—b and b €(0,1),
Z=z+2=1,—b and b €(0,1),

where x” and y” are the amounts of the two final goods produced, 2’ is the amount of the intermediate

good produced, z% is the amount of intermediate good z purchased from the market, x*, y* and z° are
the amounts of the goods sold. F is the fixed learning and entry cost in producing good x; and 4 is the
fixed learning and entry cost in producing good y and z. F is the parameter representing the elasticity
of output of good x with respect to input level of intermediate good z. Moreover, parameter a is the
efficiency coefficient and general effect of roundabout production with intermediate goods, which will
indicate one feature of economies of specialization and @ = 1 [40]. Besides, 8 is employed to indicate
the degree and level of industrial cluster, which means the efficiency coefficient of industrial cluster,
and it can be defined as B = a + e — 6. Here, 8 represents the level of coordination cost, management
cost and exogenous transaction costs of industrial cluster, and 8 (0, 1); and e is the institutional
efficiency and mutual-trust coefficient to describe external economic and technology systems for
specialization and industrial agglomeration, and e €(0, 1). With the concern of the economies of



agglomeration and the economies of specialization and division of labour, which are the major
features of industrial cluster, under certain conditions we can expect § = 1, which means there will
be increasing returns in producing the final good x with cluster pattern. However, there will also
involve all sorts of internal coordination cost, management cost and endogenous and exogenous
transaction costs for manufacturing product x with cluster pattern. If without cluster, the firms will also
encounter exogenous and endogenous transaction costs, such as transportation cost, measurement cost
of quantity and quality of products, information searching and matching cost, anticipated moral hazard,
knowledge block and many marketing related expenses, etc.. Hence, there is a trade-off here for
engaged firms to decide whether to organise an industrial cluster or just through the normal market
trades, which will be analysed later in this paper.

The endowment constraint for each individual endowed with one unit of working time is given as
follows:
(le) Li+l+l=1,
where /; is the amount of labour allocated to the production of good i. This system of production implies
that each individual's labour productivity increases as she narrows down her range of production
activities. As shown by Yang [40], the aggregate production schedule for three individuals
discontinuously jumps from a low profile to a high profile as each person jumps from producing three
goods to a production pattern in which at least one person produces only one good (specialization).
The difference between the two aggregate production profiles is considered as positive network effects
of division of labour on aggregate productivity. This network effect implies that each person’s decision
of her level of specialization, or gains from specialization, depends on the number of participants in a
large network of division of labour, while this number is determined by all individuals’ decisions in
choosing their levels of specialization (so-called the Young theorem) [43]. Since economies of
specialization is individual specific (learning by doing must be achieved through individual specific
practice and cannot be transferred between individuals), labour endowment constraint is specified for
each individual, so that increasing returns are localized.
The budget constraint for an individual is,

(1d)  pr(x* = xD +p,(¥* =y +p,(z° -2 =0.

Due to the continuum number of individuals and the assumption of localized increasing returns in
this large economy, a Walrasian regime prevails in this model. The specification of the model
generates trade-offs between economies of division of labour and transaction costs. The decision
problem for an individual involves deciding on what and how much to produce for self-consumption,
to sell and to buy from the market. In other words, the individual chooses 9 variables, such as x, x*, x,
v, ¥, z, Z', 2, and there will be 2° amount of possible corner and interior solutions.

In order to narrow down the list of the candidates, Yang and Ng [41] used the Kuhn-Tucker
conditions to establish the following lemma.

Lemma 1: Each individual sells at most one good, does not buy and sell the same good, nor buys
and self-provides the same good at the same time.

We define a configuration as a combination of zero and positive variables which are compatible
with Lemma 1. There are 14 configurations from which the individuals can choose. A combination of
all individual’s configurations constitutes a market structure, or structure for short. There will be
totally 7 market structures compatible with Lemma 1.

2.2 Configurations and Economic Structures
Let’s firstly examine all possible structures that might occur in equilibrium.



L. Autarky Structures: Structure A and Structure B

(1) Structure A (Autarky without Intermediate Good z) consists of all individuals choosing
configuration A (self-sufficiency), where an individual produces all the two final goods for self-
consumption and without any intermediate good z.

(2) Structure B (Autarky with Intermediate Good z) consists of all individuals choosing
configuration B (self-sufficiency), where an individual produces all the two final goods for self-
consumption and with intermediate good z for producing good x.

1I. Structures with Partial Division of Labour: P4 , Pg and Pc

(1) Structure P4 is a partial division of labour structure which contains configurations (xy/z) and
(zy/x).

(2) Structure Py is a partial division of labour structure which contains configurations (xz/y) and (y/x).
(3) Structure Pc is a partial division of labour structure which contains configurations (x/y) and (y/x).

11 Complete Division of Labour: Structure CC4 and Structure CCg
(1) Structure CCa is the complete division of labour with industrial cluster which contains
configurations (x/yz), (z/xy) and (y/x).
(2) Structure CCy is the complete division of labour without industrial cluster which contains
configurations (x/yz), (z/xy) and (y/x). Note that the definitions and contents of their configurations
are as same as Structure CCa, yet it does not apply the industrial cluster patter in the manufacture of
good x. The rough explanation for this difference is based on the trade-off between different fixed
learning and entry costs, the institutional efficiency and mutual-trust coefficients of different
economic and technology systems, the transaction costs and the level of coordination and
management costs of industrial cluster. The solid and explicit analysis will be addressed below.
According to Sun, Yang and Zhou [37, 40], and Yao and Li [42], a general equilibrium is defined
as a set of relative prices of goods and all individuals’ labour allocations and trade plans, such that,
(1) Each individual maximizes her utility, i.e., the consumption bundle generated by her labour
allocation and trade plan maximizes her utility function for given prices; (2) All markets clear. More
specific, Yang [40] has addressed the following theorem:

Theorem 1: For an economy with m goods and a continuum of ex ante identical consumer-
producers with rational and convex preferences, and production functions displaying economies
of specialization, and individual specific limited labour , the Walrasian general equilibrium exists
and it is the Pareto optimum corner equilibrium.

Since the optimum decision is always a corner solution and the interior solution is never optimal
according to Lemma 1, we cannot use standard marginal analysis to solve for a general equilibrium.
We adopt a three-step approach to solve the general equilibrium. The first step is to narrow down the
set of candidates for the optimum decision and to identify configurations that have to be considered.
We can identify structures from compatible combinations of configurations, which we have done
above. In the second step, each individual’s utility maximization decision is solved for a given structure.
The utility equalization condition between individuals choosing different configurations and the
market clearing conditions are used to solve for the relative price of traded goods and numbers
(measure) of individuals choosing different configurations. The relative price and numbers, and
associated resource allocation are referred to as comer equilibrium for this structure. General
equilibrium occurs in a structure where, given corner equilibrium relative prices in the structure, no
individuals have an incentive to deviate from their chosen configurations in this structure. In the third
step, we can substitute the corer equilibrium relative prices into the utility function for each
constituent configuration in the given structure to compare the utility between this configuration and
any alternative configurations. This comparison is called a total cost-benefit analysis. The total cost-
benefit analysis yields the conditions under which the utility in each constituent configuration of this
structure is not smaller than any alternative configuration. With the existence theorem of general
equilibrium proved by Sun, Yang and Zhou [37], we can completely partition the parameter space into



subspaces, within each of which the corner equilibrium in a structure is a general equilibrium. As
parameter values shift between the subspaces, the general equilibrium will discontinuously jump
between structures. The discontinuous jumps of structure and all endogenous variables are called infra-
marginal comparative statics of general equilibrium, and the three steps constitute an Infra-marginal
analysis.

Following this procedure, we can solve for corner equilibria in all structures. The solutions of
corner equilibria in 7 structures, the relative prices and relative number of different specialists are
summarized in Table 1.

3. General Equilibrium and Its infra-marginal Comparative Statics

Through infra-marginal analysis. it will partition the parameter space into subspaces within each
of which a particular structure occurs in equilibrium. With the Theorem 1, we can then compare corner
equilibrium per capita real incomes across all structures, and the comparison partitions the seven-
dimension (K, t,a, b, F, e, 8) parameter space into several subspaces, within each of which one corner
equilibrium is the general equilibrium. As parameter values shift between different subspaces, the
general equilibrium discontinuously jumps between corner equilibria. This is referred to as infra-
marginal comparative statics of general equilibrium.

In order to obtain analytical solution of the infra-marginal comparative statics for some specific

ranges of parameter values, we conduct a close examination of per capita real incomes in different
structures, which is given in Table 2.
Following Yang [40], it can be shown that a general equilibrium in this model is Pareto optimal. This
first welfare theorem in this model with inter-individual networking decisions and endogenous
network size of division of labour implies that the market function is to coordinate inter-individual
networking decisions and to fully utilize network effects of division of labour on aggregate
productivity, network of transactions, and level off specialization and roundabout production.

In this model, the institutional efficiency and mutual-trust related parameters (K, a, 8), all play
crucial roles in determining the per capita real income and the properties of the intermediate goods

. . o . d d
and industrial cluster under the division of labour structure, and that is ﬁ > 0, d—z > 0 and e 0.

Industrial cluster and roundabout production both are related to the vertical division of labour
between high-end and low-end producers in a long production chain, while the comparison between
their institutional efficiency and mutual-trust will be vital for the final decision in network structure
of division of labour. Based on the above model, we can see that an economy with a higher
institutional efficiency and mutual-trust enables each individual to specialize in a narrow range of
production and to enjoy economies of specialization. The benefits gained from increasing returns to
specialization and the division of labour will outweigh the transaction costs of markets. Industrial
cluster in a competitive market is an effective way to promote division of labour and productivity
progress if the institutional efficiency and mutual-trust of economic and technology systems are more
competitive. We can summarize the above analysis into Proposition 1.

Proposition I:

i) Absolute level of trading efficiency of goods determines the level of division of labour. As
transaction efficiency is improved, the equilibrium level of division of labour increases, from
autarky to complete division of labour; ii) Relative level of trading efficiency determines if the
intermediate goods are self-supplied or through market transaction; iii) If the general effect of
roundabout production is higher, then the roundabout production patter will be adopted; iv) The
smaller fixed learning cost of intermediate good b, will increase the functions of the intermediate
good, the level of production roundabout, the level of division of labour; v) If the efficiency
coefficient of industrial cluster overwhelms the general effect of roundabout production, the
structure with industrial cluster will prevail and thereby promote the division of labour and
productivity progress based on inter-individual networking decisions, and it has no adverse effects
on welfare and does not generate distortions in a competitive market.
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Proposition 1 explicitly suggests a highly efficient transaction institution will sufficiently
outweigh the transaction costs and provide each individual an incentive to specialize and to trade
with each other by forming a network of division of labour.

Since there are more sophisticated interrelated effects among industrial cluster, network of
division of labour and production supply chain, thereby we need further expend our discussion on
these interrelationships in the rest of this section.

Scenario 1. Fixed learning and entry costs of intermediate good z is smaller than final good x,
thatisb < F

: : . d d
From above analysis, we can easily derive that a—: < 0 and 51;- < 0 when they are under the

structures of autarky and partial division of labour, which indicates the fixed learning and entry costs
have negative effect for the development of network of division of labour and the level of
specialization and roundabout production. However, when we derive them under the structures of

R . g z du, du du
complete division of labour, some interesting results emerging, dCFCA >0, dCbCA < 0 and % 2

0, 28058 0, which implies that under the complete division of labour, the higher fixed learning

db
and entry cost of final good will has positive effect in increasing the productivity as well as the per

capita real income, while the one for intermediate good still has negative effect on productivity. In
other words, if the entry barrier for final good x in term of fixed learning and entry costs goes up,
which may cause by the technology barrier, patent, special know-how, R&D and innovation cost
and systems, etc., it will generate higher producer and profit for the producers of final good x.
Besides, it has been addressed by many literature [22] that low-end and high-end sectors in one
production supply chain usually have different fixed learning and entry costs, and high-end sectors
have higher one with regard to their R&D inputs and varied costs for products development and
quality control, etc.. If the degree and effect of industrial cluster is stronger, i.e. the efficiency
coefficient of industrial cluster Bis larger, even with b < F we still can have uccy4 > ucgcp, which
means the industrial cluster is still prevailing as the optimal decision for the firm. Hence, in the term
of production supply chain, the high-end firm, although they have larger fixed learning and entry
costs, still can maintain their position in a competitive market if their efficiency coefficient of
industrial cluster is higher, which is determined by the trade-off between:1) the level of coordination
cost, management cost and endogenous transaction costs; 2) the institutional efficiency and mutual-
trust coefficient to describe external economic and technology systems for specialization and industrial

agglomeration, and that can be indicated by %%C—é >0 and %‘—‘ < 0. Therefore, to be the high-end

or low-end of the production chain is not the personal choice anymore, it is substantially up to the
institutional efficiency and mutual-trust of economic and technology related systems, such as property
protection systems for intellectual property and private property, the technology spill-overs effect
mechanism, and information exchange and communication mechanism, etc., as well as the efficiency
for coordinating and managing the industrial cluster.

Since this model does not confine itself to one country only, it refers to one economy, and has
no limit on the territory of One country. According to Porter [29], a cluster of independent and
informally linked companies and institutions represents a robust organizational form that offers
advantages in efficiency, effectiveness, and flexibility. Porter [27] addresses the local concentration
processes that accelerate under the effect of globalisation. The competitive advantages of companies
and industrial sectors participating in global competition are geographically concentrated, primarily
due to agglomeration effects. He also mentions that it is not individual market players but rather
regional clusters that participate in global competition. However, based on this model, under the
new era of globalization and regionalization, we can also expend this economy among different
countries with different production chains. From our analysis, the competition among different
countries for high-end and low-end producers of one production chain is mainly based on the
competition of the institutional efficiency and mutual-trust among their economic and technology
systems. The function of the institutional setting and efficiency of the economic and technology



systems and the trading efficiency are crucially vital to determine the level of cluster, the network of

division of labour, level of specialization and agglomeration, and consequent level of productivity and

real income, rather than Porter’s “geographical proximity” or geographic concentration [27], which
d Ucca

can be approved by the results from Table 2, and also by the inequalities: —<&- > 0 when a < S8,

dt
d¥cca
UccB.
d

and < 0 when a > f. For particular, these inequalities and Table 2 indicate that even the

geographic distance is larger, if the efficiency coefficient of industrial cluster § overwhelms the
negative effect of geographic distance and the effect of roundabout production, industrial cluster is still
the optimal decision and an effective way to promote division of labour and productivity progress. In
other words, if the institutional arrangements and settings are not efficient enough, even the geographic
distance is sufficiently short, people will still choice the regular trading and roundabout production,
instead of industrial cluster. Hence, this model proves and implies that the industrial cluster can be
organized geographically or/and non-geographically.
Scenario 2. If high-end production is more profitable, then why the low-end firms or intermediate
goods suppliers cannot move to high-end of the production supply chain?

Taking structure CCa and CCg into consideration, we can first derive the following
relationships:

M M M
d(5)cca dG)ccs d(g7)cca

M
dG)ccs
Z
al and —&—
dF dF

db db < 0.

The first group of inequalities implies if the high-end firm having a higher fixed learning and entry
costs or entry barrier, the relative number of high-end firms will decrease which means when the
entry barrier of high-end firms going up, it will be more difficult to become a high-end firm, and its
relative number will go down. The second group of inequalities simply indicate that if the fixed
learning and entry costs of intermediate goods going up, then the traction volume of them will
decrease, and the incentives for purchasing intermediate goods from market will shrink.
Consequently, the relative number of high-end firms which depending on them will also go down.
Scenario 3. The relative number of specialists with respect to the institutional efficiency and
mutual-trust under complete division of labour
Regarding structures CCx and CCg, we can first derive the following relationships:
d(Z—;)cca d(x—;)cm
= 0 and T > 0.
These two inequalities indicate that to become the high-end producer is depending on its institutional
efficiency and mutual-trust of economic and technology systems. The higher institutional efficiency
and mutual-trust will generate more high-end firms in a production chain. Therefore, the institutional
efficiency and mutual-trust is most crucial factor in determining the competition among different
countries for the high-end and low-end production.

Scenario 4. The Hub of Network of Division of Labour

Considering structures CCa and CCg, we can derive the following inequalities:
Mz Mgz

d(M;;CCA > 0 and d(M;;CCB >0,
which means when the fixed learning and entry costs of high-end firms are higher, then the relative
number of intermediate goods and parts suppliers will increase. Since the entry barrier for the
production of intermediate goods and parts are relatively lower, it will be more easily to enter this
area, and the competition and high substitution and replacement effect among them are more severe.
The intermediate goods and parts suppliers are forced to closely follow and surround the final good
producer to survive. In other words, the high-end firms can control the final goods market through
their high fixed learning and entry costs, such as the brand image, special know-how, patent, and
market network, R&D and innovation capability, and etc., and they will be more likely to be the hub



of the network of division of labour and also can control the intermediate goods and parts suppliers
through OEM (Original Equipment Manufacturing), subcontracting and other manners. On the
contrary, the low-end firms have to encounter the serious substitution and replacement effect and
competition among them, and also the challenges from the newcomers which consecutively entering
these markets.

The above analysis of different scenario can generate the following proposition 2.

Proposition 2:

i) Under the structures of autarky and partial division of labour, which indicates the fixed
learning and entry costs have negative effect for the development of network of division of labour
and the level of specialization and roundabout production; ii) Under the complete division of
labour, the higher fixed learning and entry cost of final good will has positive effect in increasing
the productivity as well as the per capita real income, while the one for intermediate good still has
negative effect on productivity; iii) If the high-end firm having a higher fixed learning and entry
costs, the relative number of high-end firms will decrease which means when the fixed learning
and entry costs of high-end firms going up, it will be more difficult to become a high-end firm;
vi) The competition among different countries for high-end and low-end producers of one
production chain is mainly based on the competition of the institutional efficiency and mutual-
trust among their economic and technology systems; v) The improvement in institutional
efficiency and mutual-trust leads to an expansion in the network of division of labour and an
increase in the relative number of specialists in high-end production to that in a low-end
production; vi) The high-end firms can control the final goods market through their high fixed
learning and entry costs, and are more likely to be the hub of the network of division of labour;
vii) Comparing with geographic distance, the institutional arrangement and setting are more vital
for the emergency and evolution of industrial cluster. Industrial cluster can be organized
geographically or/and non-geographically.

The above Proposition 2 indicates that as the institutional efficiency and mutual-trust develops,
the function of intermediate goods will improve, the network of division of labour will expend and
the economies of specialization and agglomeration will increase. Our analysis is consisting with
some of the observations, such as Storper [36]. Besides, Porter [25] also mentions that the increased
innovation by firms generates new niches and needs within and outside the cluster, leading to the
emergence of new firms and thus the expansion of the cluster and the economy as a whole. The
expansion and growth of the cluster can lead to a more cohesive set of activities by the firms and
become manifest as integration. Expansion and growth may also be a foundation for moving upward
on the global supply chain. Increased integration in the global market brings new pressures to local
production systems in developing and developed countries. Mixed with market pressures are a
number of governance-related issues that determine whether and how a local production system
(cluster or industrial district) remains in or moves up a global supply chain. Their arguments can be
explicitly demonstrated by this model, while there are further insights from the propositions which
are not clearly addressed before, such as, under the complete division of labour, the higher fixed
learning and entry cost of high-end producer will has positive effect in increasing the productivity
and expend the network; if the high-end firm having a higher fixed learning and entry costs, it will
be more difficult to become a high-end firm; it will not be the individual decision anymore to become
high-end or low-end producer, rather it will substantially depend on the competition over
institutional efficiency and mutual-trust of economic and technology systems among different
regions or countries; the improvement in institutional efficiency and mutual-trust leads to an
expansion in the network of division of labour and bring more producers into high-end production;
the high-end firms have been chance to control the market through their high fixed learning and
entry costs, and are more likely to be the hub of the network of division of labour. Comparing with
geographic distance, the institutional arrangement and setting are more vital for the emergency and



evolution of industrial cluster, and industrial cluster can be organized geographically or/and non-
geographically.

Our forgoing propositions also indicate that, a variety of economic structures may emerge in
concurrence with economic development. They also support Adam Smith’s [35] argument that the
division of labour leads to the invention and the utilization of roundabout productive machines.
Furthermore, they illustrate Young’s proposition [43] that the division of labour for an economy is
characterized by three components: the level of individual’s specialization, its diversity of process,
the new utilization of a good, its roundabout production, and the emergence of the vertical division
of labour. This model also opposites the traditional argument that the “geographical proximity” [29]
is more crucial to determine industrial cluster and economic growth or economic development, and
we indicate the institutional setting of a particular economy are more valid for the emergency and
evolution of industrial cluster and network of division of labour.

4. Concluding Remarks

This paper develops a Walrasian general equilibrium model based on inter-individual networking

decisions to investigate the role of industrial cluster and network of division of labour in a competitive
market. In this model there is no monopoly power, substitution among different specialists are allowed,
therefore to be cluster hub does not need to be as a large corporation, which has been occurred and
observed in recent decades [6, 10].
The function of the institutional setting and efficiency of the economic and technology systems, and
the trading efficiency, are crucially vital to determine the level of cluster, the network of division of
labour, level of specialization and agglomeration, and consequent level of productivity and real
income, rather than Porter’s “geographical proximity” or geographic concentration [27]. Industrial
cluster in a competitive market is an effective way to promote division of labour and productivity
progress if the institutional efficiency and mutual-trust of economic and technology systems are
more competitive, and it has no adverse effects on welfare and does not generate distortions in a
competitive market. Hence, a competitive market will fully explore total positive network effects of
division of labour on aggregate productivity.

Industrial cluster in a competitive market is efficient and it ensures the network effects of
division of labour can be fully exploited when the institutional efficiency and mutual-trust of
industrial cluster overwhelms the general effect of roundabout production, and industrial cluster can
promote aggregate productivity by enlarging the network effects of the division of labour against
transaction costs. Hence, our attention should be placed on the improvement of institutional
efficiency and mutual-trust of economic and technology systems, promotion of innovation and R&D,
and maintain the institutional setting for free entry and learning process. Some promising extension
of this model are to allow more layers of roundabout production, to count more variety over the
conditions of trading efficiency and geographic distance, and to expend to the dynamic process for the
interrelationship among industrial cluster, industrial network and institutional settings.

Especially after the 2020 pandemic, the world will be expected markedly different with the system
of global supply chain. The institutional efficiency and mutual-trust will become more vital and crucial
to determine the global production network, particularly for the high-end production pattern.
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Abstract

Sliding surface in mechanical system is required to move smoothly and stop at target position.
Sliding surface can move and stop by applying adequate friction force. Friction force is controlled by
developing technology creating small texture on the surface with a few to a few hundred micrometer
intervals. On the other hand, ultrasonic vibration is used in many manufacturing fields. In this paper,
the effect of ultrasonic vibration is examined by the fundamental experiment. In the experiment making
a groove on the surface with an indenter using a 2 dimensional table, pressing force and friction force
are measured. These forces are reduced using ultrasonic vibration.

Keywords: Knurling, Ultrasonic vibration, Texture, Pressing force, Friction force

1. Introduction

Friction on the sliding surface of the machine is controlled by creating very small texture
with a few to a few hundred micrometer intervals. By applying this technology to sliding
surface of large industrial machines such as airplanes generators and machine tools and
getting low friction surface, machine efficiency increases drastically. To realize low friction
surface, a processing technology creating small wear resistant texture with high precision and
high-efficiency is required. However, a practical processing technology creating small texture
is not completed in conventional technology. On the other hand, ultrasonic vibration is
applied to many processing technologies [1]. It is well known that residual stress in welded
joint is reduced and surface roughness is improved in drilling of composite material. Then,
the purpose of this study is to develop processing technology creating very small texture on
large sliding surface by applying ultrasonic vibration to knurling and resolving problems of
the conventional technology. In this paper, a fundamental experiment making groove using an
indenter is conducted and the pressing force and the friction force are measured. As a result,

both forces are reduced using ultrasonic vibration.



2. Processing Experiment Using Ultrasonic Vibration

Horn is designed and made to transmit vibration of the Langevin-type transducer to surface
of workpiece efficiently. The frequency response function is measured using acceleration
sensor changing frequency of input to transducer. 31.5 kHz is the peak frequency of the
frequency response function [2].

Using the horn, an experiment is made creating groove on the surface of the workpiece by
an indenter using ultrasonic vibration. Figure 1 shows the experimental setup. The specimen
is fixed by bolts on 2-axis feed table. Tip shape of the indenter is cone. The indenter is
pressed in vertical direction and the workpiece is fed in lateral direction. The indenter is fixed
at the tip of horn and ultrasonic vibration is applied in vertical direction during processing. A
three dimensional dynamometer is set under workpiece and the pressing force and the friction
force are measured for various target depth of
groove. Material of workpiece is aluminium

(A2017).

Ultrasoni ¢ transducer

Figure 2(a) and (b) show the pressing force
and the friction force in which target depth is
set as 30mm and 50mm, respectively. Red
line is the pressing force and blue line is the
friction force. The workpiece is fed in lateral
direction after tip of the indenter reaches the
target depth. The workpiece is processed
without ultrasonic  vibration. Ultrasonic
vibration is applied after 30s. From both

figures, the pressing force and the friction

------------ Pressing force |
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‘E" . «..\{’MWM‘
gl =
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Fig.2 Pressing force and friction force
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force are reduced when ultrasonic vibration is applied. Then, ultrasonic vibration is effective

to reduce both forces.

3. Pressing Force and Friction Force

The target depth other than shown in Fig.2 is set and the average value of the pressing force
and the friction force is obtained. Figure 3(a) and (b) show the results. Blue line shows force
without ultrasonic vibration and red line shows force with ultrasonic vibration. The pressing
force and the friction force are reduced using ultrasonic vibration during processing.

Next, ratio of the pressing force and the friction force on workpiece with ultrasonic
vibration to that without ultrasonic vibration is examined. Figure 4(a) and (b) show ratio of
the pressing force and ratio of the friction force, respectively. Ratio of both forces increases
with the increase of target depth. For the large target depth, ratio the pressing force tends to
be constant.

Third, in order to examine reduced force, difference between the pressing force and the
friction force without ultrasonic vibration and those with ultrasonic vibration is shown in
Fig.5(a) and (b). For pressing force, reduced force is approximately proportional to target

depth.

4. Conclusions

The technology using ultrasonic vibration on knurling is examined for creating small texture
on a large sliding surface to control friction force. For the fundamental experiment, groove is
made using an indenter and the pressing force and the friction force are measured for various
target depth. Obtained results are summarized as follows.

(1) The pressing force and the friction force are reduced using ultrasonic vibration.
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Fig.3 Pressing force and friction force



(2) Ratio of the pressing force and the friction force using ultrasonic vibration to those
without ultrasonic vibration increases with the increase of target depth. For a large target
depth, ratio of the pressing force tends to be constant,

(3) Difference between the pressing force without ultrasonic and that using ultrasonic

vibration is approximately proportional to target depth.
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Abstract
As “smog” has becoming a topical issue in both domestic and international, people realized that even
the blindly development of industry has brought a temporary progress of standard of living, but there are
heavy coasts to pay. One of the most painful is the air pollution. Air pollution indexes, such as PM2.5, have
gradually entered the public eye, and become an important reference for weather forecasts and people's
travel. This paper is based on standard BP neural network, through the improved AM-BP, GA-BP, PCA-
GA-BP to predict the concentration of PM2.5. The model is programmed and simulated with MATLAB,
and the feasibility of the model is proved by experiments.
Keywords: PM2.5, BP neural network, additional momentum method (AM), genetic algorithm (GA),

principal component analysis (PCA)

1. Introduction

PM2.5 is a particulate matter with a particle size of 2.5 um (1/1000 of 2.5 mm) or less. It is
easy for harmful substances such as microorganisms to adhere. PM2.5 research is a high-profile
issue because it has a great impact on the air environment and human health. The traditional
regression statistical model and numerical prediction model are the methods used for predicting
the air quality in most cities domestic and abroad, but these methods cannot meet the management
and utilization of massive data, and the accuracy is low. For complex nonlinear systems, BP
artificial neural network can perform better function approximation and obtain higher fitting
accuracy and prediction accuracy.

However, in practical application, BP neural network also has many defects. In the process of
error reduction, it is easy to fall into the local minimum value, and the convergence speed of
learning algorithm is slow. This article is based on the standard BP neural network, through the
improved AM-BP, GA-BP, PCA-GA-BP to predict the concentration of PM2.5 and draw

meaningful conclusions.

2. Artificial Neural Network

2.1 Back Propagation Neural Network



Suppose “M” represents the number of the input signals in the input layer, “I” represents the
number of the nodes in the hidden layer and “P” represents the number of the nodes in the output
layer. The input of the input layer is represented by X, the weight between the input layer and
the hidden layer is represented by W)y, and the weight between the hidden layer and the output
layer is represented by W,p. Yp represents the output of the output layer. In the sample learning

process, the input / output of each layer is calculated by the following equation.

U=Ems* War Xy (1) Vi=f(U;) 2)

UPZZ;':?X WipV 3) Yp= Vp=vy (Up) 4)
Then, the learning error of the Pth neuron in the output layer becomes Eq. (5).

EP(N)=Dpr(N)-YP(N) ®))

s k& . .
The error energy of each neuron is EE,%P(N). Add the error energies of the neurons in the

output layer to obtain Eq. (6).
E(N)=125EKP2PMAXP=1 (6)

2.2 Additional Momentum Back Propagation Neural Network

The so-called additional momentum method is to add part of the last weight adjustment
quantity and regard it as the weight adjustment quantity of this learning, which is also the
difference between AM-BP algorithm and BP algorithm. The formula for weight adjustment is as
follows:

AW(N+1) = MCIW(N)-W(N-1)]-ndEN)oW(N) (7

In the above formula, MC represents the added momentum coefficient, and N is the number
of training. From equation (7), when M.=0, the weight adjustment of this learning is determined
according to the gradient descent method. When the training weight of the network is close to the
local minimum of the error surface, the local gradient value becomes very small. Adding

momentum term can avoid the possibility of falling into a local minimum.

3. Genetic Algorithm

3.1Implementation of Genetic Algorithm

(1) Encoding. Before solving the problem, the genetic algorithm first represents the data in the
solution space as the genotype string structure data in the genetic space. Different points in
these string structure data are composed of different combinations of string structure data.

(2) Initialize the population, determine the population size, the maximum iteration ordinal
number and other parameters, and use the random method to generate a feature string with a
certain length as the initial population

(3) Fitness value evaluation. For different issues, the fitness function is selected in different ways.



According to specific issues, the fitness function is used to calculate the fitness values of all
individuals in the group.

(4) Selection operation. Using roulette method for selection operation, keeping the best
individual to the next generation, forming a new group.

(5) Crossover operation. Exchanging individual chromosomes to produce new individuals.

(6) Mutation operation. Using mutation operator to change the chromosome in the individual to
produce a new individual.

(7) Judging the termination condition. And outputting the individual with the maximum fitness

value obtained in the evolution process as the optimal solution.

3.2 Genetic Algorithm- Back Propagation Neural Network
Genetic algorithm optimization BP neural network is divided into three parts: determination
of BP neural network structure, genetic algorithm optimization and BP neural network prediction.
The number of input and output parameters of the fitting function determines the structure of the
BP neural network, and then determines the length of the individual genetic algorithm. Genetic
algorithm is used to optimize the weights and thresholds of BP neural network. Each individual
in the population contains all the weights and thresholds of a network. The individual calculates
the fitness value of the individual through fitness function, and the genetic algorithm finds the
individual corresponding to the optimal fitness value through selection, crossover, and mutation.
BP neural network prediction using genetic algorithm to get the optimal individual to the network
initial weight and threshold value assignment, the network predicts function output after training.
3.3 Principal Component Analysis - Genetic Algorithm- Back Propagation Neural Network
PCA is a special multivariate statistical method that transforms multiple index problems into
fewer indexes one, which is, the process of using dimensionality reduction to transform multiple
variables in a high-dimensional space into a few main variables. However, these small amounts
of data can still retain the information in the original data well and can reflect the main content of
the original variables. each principal component is not transformed randomly but is a linear

combination of the original variables.
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Figurel: Schematic diagram of the geometric meaning of PCA

Suppose in two-dimensional plane X=(x;, x,)’extract sample of capacity n, the scatter plot
of the observed values of this sample is shown in Figure 1. According to Figure 1, The sample
points are approximately scattered in an ellipse, with similar dispersion along the x; axis and
X, axis, and x; and x,show a clear linear correlation. From the knowledge of mathematical
statistics, the degree of dispersion can be measured by the variance of the variable, and the
magnitude of the variance reflects the amount of information contained in the variable. From the
knowledge of mathematical statistics, the degree of dispersion can be measured by the variance
of the variable, and the magnitude of the variance reflects the amount of information contained
in the variable. Rotate the coordinates in Figure 1 counterclockwise by an angle of a, so that the x;
axis rotates to the long axis direction of the ellipse y,, and the X,axis rotates to the short axis
direction of the ellipse y,, which becomes a new coordinate system. According to the rotation of

coordinates, formula (8) is obtained.

Y1 = Xic05a + x;sina (8)
2 = X005 — X{Sina

y; and y, are newly obtained variables. It can be clearly seen that these n sample observations are
almost irrelevant in the new coordinate system. And the new obtained variable is a linear
combination of x;andx,, Figure 2 shows that the dispersion of n sample observations along the axis
v, is the largest, that is, the variance of y; is much larger than that of y,, which means that most of
the information in the original data is contained by the y,axis, while the variance of the y, axis is
relatively much smaller. At this point, the loss of variable y, only causes a relatively small loss of

information. Here, y; and y, are the linear combinations of the original variables x; and Xx,.

4. Prediction of PM2.5
4.1The experimental data

Experimental data are the daily mean concentration of PM2.5 and other weather conditions
in Beijing, China from January 1, 2011 to September 30, 2018. PM10, SO2, CO, NO2, O3,
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maximum and minimum temperatures affect the PM2.5 concentration on the day.

Table 1: Represents part of the experimental data

Date Maximum Minimum AQI | PM10 | SO2 | CO | NO2 |03 |PM2.5
Temperature | Temperature
2011/1/1 1 9 -4 81 111 {28 [ 151162 |52 |45
2011/1/2 1 9 -2 145 | 168 |69 | 3.4 |93 14 | 111
2011/1/3 | 4 -b 74 |98 29 | 1.3 |52 |56 |47
2011/1/4 | 6 -3 149 | 147 |40 | 2.8 |75 14 | 114
2011/1/5 | 1 -4 119 | 117 |38 |23 |67 |44 |91
4.2 Experimental results and analysis
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Figure 2: Error curves of 4 prediction methods

Table 2: Comparison of results of 4 prediction methods

Test indicators MSE Time/s
BP 0.0977 171
AM-BP 0.0962 126
GA-BP 0.0160 106
| PCA-GA-BP 0.0061 81

It can be seen from Figure 2 and Table 2 that compared to the BP model, the AM BP model

has relatively small fluctuations and has relatively small prediction errors. The fitting degree of
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BP algorithm is poor, and the AM-BP algorithm has greatly improved its prediction accuracy and
running time. The experiment proves the optimization ability of genetic algorithm in complex
nonlinear system. The algorithm that combines the genetic algorithm and the BP neural network
improves the optimization ability of the BP neural network, prevents the BP neural network from
falling into a local minimum during the training process, and accelerates the convergence speed.
PCA can effectively reduce the input dimension of the BP neural network, remove unnecessary

input variables, and finally accelerate the convergence speed of the BP neural network.
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Abstract

In spatial landscape planning, arbors beautify the environment, increase the green coverage rate,
and enhance environmental comfort, but their influences on surrounding wind fields and indoor
ventilation in neighboring buildings are not widely discussed. Hence, with computational fluid dynamics
(CFD) numerical simulation as the research method and the student dormitory of the National Chin-Yi
University of Technology in Taichung City, Taiwan as the sample, this study explores the influences of
arbor planning in the open space outside a building on the natural ventilation of the indoor space of lower
floors. This study compares the influences of various variables on indoor air exchange rates, including
form of plot plan, planting distance, porosity of arbors, and height of arbors. The goal is to increase the
green coverage rate and introduce natural ventilation so as to provide indoor ventilation and maintain
good indoor thermal comfort. This can help comply with the characteristics of a subtropical monsoon
climate in a place where the site is located, thus providing reference for future plot plans and the design
of the arbors around buildings.

Keywords: Urban heat island, Indoor natural ventilation, Arbors pattern, Air exchange rate,

Computational fluid dynamics (CFD)

1. Introduction

According to related research of urban micro-climates, as one of the most effective ways to
improve the outdoor climate and environment, planting arbors to increase the green coverage
rate helps to reduce the influence of urban heat islands [1-4]. In spatial landscape planning,
arbors beautify the environment, increase the green coverage rate, and enhance environmental
comfort [5], but their influences on surrounding wind fields and indoor ventilation in
neighboring buildings (in particular, the lower floors of buildings) are not widely discussed.
Therefore, in order to introduce natural ventilation, the arbor planning of neighboring buildings

must be taken into consideration. With computational fluid dynamics (CFD) numerical



simulation as the research method and the student dormitory of the National Chin-Yi University
of Technology in Taichung City, Taiwan as the sample, this study explores the influences of
arbor planning in the open space outside a building on the natural ventilation of the indoor

space of lower floors. Results offer a reference for future arbor design around buildings.

2. Method
2.1 Research area

The research area is located in Taichung City, central Taiwan, which mainly has a
subtropical monsoon climate. The sample building is a newly-built student dormitory with 2
floors underground and 7 floors above the ground, and it is a reinforced concrete structure. B1
and B2 are parking lots, the ground floor is a hall with a height of 5m, and the 2nd to 7th floors
are dorm rooms with a height of 3.6m. The building is southeast-northwest-oriented, and the
north and west sides are residential areas with a height of about 3-5 stories. The south side is a

parking lot with an asphalt pavement, while the east side is green space of the campus.

2.2 Assessment basis

The air exchange rate is the number of times that the amount of air equivalent to the internal
volume is exchanged per unit time, as shown in Eq. 1. The higher the rate is, the higher is indoor
air change frequency and the easier the air can circulate. The air exchange rate varies with the
types and purposes of buildings. The standard hourly air exchange rates of places are shown in

Table 1 [6].

Y]

<O

where, n is the air exchange rate (times/hr), Q is the air exchange (m*/hr), and V is the interior

volume (m?).

2.3 Numerical simulation

2.3.1 Simulation software
This study adopts WindPerfect DX 2018, which is developed by E-Sim, a Japanese
company. As 3-dimentional thermal fluid analysis software based on the theory of fluid

mechanics, it can analyze the influences on wind fields between buildings and surrounding

_687



environments. It is computer-aided software widely used for the analysis of wind environment

on an urban street scale [7-8].

2.3.2 Climate conditions

The outdoor temperature is set at the average temperature of 28.0°C in summer in Taichung
City, and the annual wind speed of 1.6 m/sec is taken as the benchmark for discussion according
to the annual statistical data from the Taichung meteorological station of the Central Weather

Bureau [9].

Table 1. Standard hourly air exchange rates of places [6]
Air exchange

Air exchange

Category Place rate (times/hr) Category Placs rate (times/hr)
Kitchen 15 Waiting room 10
Bedroom 6 Medical Treatment room 6
Home b
Living room 6 institution Ward 6
Toilet 10 Operating room 15
, Meeting room 12 Classroom 6
Office School -
Workplace 6 Stadium
Banquet hall 10 Workroom 6
. Transformer
Restaurant Kitchen 20 Factory 20
room
Eating area 6 Painting room 20

3. Results and discussion

Based on the simulation results, the flow rate and ventilation are calculated to obtain the air
exchange rate. Figures 1-4 below compare the influences of various variables on indoor air
exchange rates. Figure 5 shows the simulation results of flow fields in various forms of plot
plans.

In terms of the form of plot plan, the indoor air exchange rate of double-row staggered
arbors is the highest, while that of double-row arbors is the lowest. Comparing the number of
arbors, double-row arbors are the most common, having a high green coverage rate and greatly
influencing the indoor air flow introduction. The influence of planting distance is the greatest
on the first floor. As the air exchange rate is proportional to the planting distance, planting
distance has no significant influence on the air exchange rates on the second and third floors.
The influence of arbor porosity is the greatest on the first floor. The air exchange rate is roughly

proportional to this porosity, and such porosity has no significant influence on the air exchange
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rates on the second and third floors. The height of arbors has no significant influence on the air

exchange rate on the first floor, but greatly influences air exchange rates on the second and

third floors.
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4. Conclusions

As one of the most effective ways to improve the outdoor climate and environment, planting
arbors to increase the green coverage rate helps to reduce the influence of urban heat islands.
~ From the perspective of urban greening, this research focuses on less discussed areas - namely,

the influences of arbors on ambient wind fields and indoor air ventilation in neighboring



buildings. Taking a student dormitory in Taichung, central Taiwan as the sample building and
Computational fluid dynamics (CFD) numerical simulation as the research method, this study
compares the influences of various variables on indoor air exchange rates, including form of
plot plan, planting distance, porosity of arbors, and height of arbors. The goal is to increase the
green coverage rate and introduce natural ventilation so as to provide indoor ventilation and
maintain good indoor thermal comfort. This can help comply with the characteristics of a
subtropical monsoon climate in a place where the site is located, thus providing reference for

future plot plans and the design of the arbors around buildings.
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Abstract
Various types of devices have been developed to reduce seismic response of the mechanical

systems. Base isolation system is one of them. The authors have developed a base isolation system
with friction for relatively small mechanical system. In ordinary case, response of mechanical system
decreases with the increase of friction coefficient. However, in the experiment to examine the
effectiveness of base isolation system, it is found that acceleration response takes minimum value at
some friction coefficient. In this paper, experimental results are examined using the equivalent
linearization method. It is demonstrated that acceleration response takes minimum value at some
friction coefficient in some conditions. The effect of the damping ratio and the natural period is
examined.

Keywords: Random vibration, Nonlinear vibration, Vibration isolation system, Friction coefficient,

Equivalent linearization method, Seismic excitation, Damping ratio, Natural period

1. Introduction

In order to reduce seismic response of the mechanical system, various types of devices
have been developed. In such devices, friction characteristic is used in some devices and base
isolation systems with friction are practically used [1].

The authors have developed a base isolation system for prevention from overturning of
| relatively small structures and shown the effectiveness of system by experiment and
numerical analysis. In ordinary case, response of system decreases with the increase of

friction coefficient. However, during experiment to examine the effectiveness of the base
isolation system, it is observed that acceleration response takes minimum value at some
friction coefficient in some conditions.

In this paper, this fact is examined for the mechanical system subjected to random vibration

using the equivalent linearization method. As input, stationary white noise is used. The effect

i of the damping ratio and the natural period is examined.



2. Analytical model and equation of motion

The mechanical system including base isolation system with friction is modeled as a
single-degree-of-freedom-system as shown in Fig.l. In this figure, m, is mass of the
mechanical system, c, is damping coefficient, k, is spring constant, F is friction
characteristic, x, is absolute displacement of the mechanical system, y, is absolute
displacement of the ground. Friction force is assumed to be applied between the mechanical
system and the ground.

The equation of motion with respect to relative displacement of the mechanical system to
the ground z,=x,-y, is given as

Zm + 2 WmZm + W2z + f = =, (h

where {,,, = cm/(ZM) and w,, = m are the damping ratio and the natural
circular frequency of the mechanical system, respectively. f/is F/m. As friction characteristic,
Coulomb friction shown in Fig.2 is introduced. f'is given as the following equation.

f = g/ ) @
where u is friction coefficient and g is acceleration of gravity. Equation (1) is equivalently
linearized as

Zm + (20nwm + Coq)2m + Wpzm = (3)

where c., is equivalent damping coefficient.

3. Equivalent damping coefficient

Equivalent damping coefficient c., for stationary excitation is obtained using relative

velocity response as follows. c., is determined as square of difference between Eq.(1) and

[—>-V, X, f
ug
\ k"l
5] -
' L
C’"
N T e e B
N
Fig.1 Analytical model of mechanical system Fig.2 Coulomb friction



Eq.(3) is minimized as

a
dceq

E [(,ugsgn(z'm) - ceqz'm)z] =1 “4)

From Eq.(4), c., is given as

HGE[Zmsgn(Zm)]
Ceq = _—E[';z]—z ()

It is assumed that probability distribution function of Z,, is the normal distribution with zero

mean as

; 1 Zm?
fGm) = B D (— Zo.zmz) (6)
where o is the standard deviation of relative velocity response. Using Eq.(6), ¢ is given

from Eq.(5) as
2
e )

4. Analysis for stationary white noise excitation

For stationary white noise excitation with intensity So, 0, is obtained as

T
Pom = [SEmomring S0 ©

Substituting Eq.(7) into Eq.(8), quadratic equation of g, _ is obtained as

2memo-z'm2 + \/% Hgoz, — Sy =0 %)

The standard deviation of relative displacement response is obtained as

. m
O-Zm N \](qunwm"‘ceq)wnz SO (] 0)

The standard deviation of absolute acceleration response is obtained as

0%, = \[(Z(mwm + Ceq)szzmz + wpta,, ? an

5. Results of analysis

In Fig.3(a) and (b), the standard deviation of acceleration and displacement response of the
system, respectively, are shown. In these figures, £=0.01 and 7, (2n/®,)=2.0s. It is found that
the standard deviation of acceleration of the mechanical system takes minimum value at some
friction coefficient. Friction coefficient which takes minimum value decreases with the

decrease of excitation. On the other hand, standard deviation of displacement decreases with
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the increase of the friction coefficient. In Fig.4(a) and (b) show the standard deviation of
acceleration for £,=0.01, 7,=1.0s and ¢,~=0.05, T,,=1.0s, respectively. The friction coefficient
which takes minimum value increases as the natural period is shorter. The standard deviation

decreases with the increase of the damping ratio.

6. Conclusions

Analytical method for calculation of the standard deviation of response of the mechanical
system with friction is proposed. The standard deviation of acceleration takes minimum value
at some friction coefficient. The effect of the damping ration and the natural period on this

characteristic is shown.
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Abstract
Template matching is a technique in digital image processing for detecting a specified part in an image

which matches a template image. It can be used to assist in recognizing road signs so as to navigate a
robotic car. However, it cannot work well when the reference image is deformed. In this paper, we present
a way to detect a specified template image from a deformed reference image by utilizing template
matching. Experimental results are reported and the future work is discussed.

Keywords: image processing, template matching, deformed image

1. Introduction

In recent years, various techniques for self-driving of robotic cars are developed rapidly. It
is important for a robotic car to correctly recognize road signs from reference images viewed
from the car. Template matching is a technique in digital image processing for detecting a
specified part from a reference image which matches a template image. It can be used to
recognize road signs to navigate a robotic car. The images of various road signs are kept as
template images. The method of template matching works well only when a template image
completely matches some part of a reference image. However, a road sign is always viewed
with some rotation angle from the camera equipped on the car when a robotic car runs on a
road, hence the reference image obtained from the camera is always deformed. It causes the
road sign cannot be detected correctly from the deformed image.

In our research, we try to deform the road sign as a template image to match the deformed
original image. Experiments are performed to match the reference image which is viewed with
some rotation angle, not right in front of the robotic car, and the experimental results are

reported.

2. Template Matching
Template matching!™P1 s a technique in digital image processing for detecting a
specified part of a reference image which matches a template image. It can find a desired

template in the large reference image by sliding the template window in a pixel-by-pixel basis,



computing the degree of similarity between the reference image and the template image.
Figure 1 shows the main part of the template matching program. The variable n1 stands for

the reference image, and variables x and y are the coordinates of the pixel in the image. The

variable n2 stands for the template image, and variables s and t are the coordinates of the pixel

in the template image.

mindif = width[n2Ixheight[n2];
for(y=0;v<heightlnl J-height[n2];v++) {

if (v %10 == 0) printf ("l ine¥d¥n”,v);
for(x=0;x<width[n1J-width[n2];x++) {

sum=0;

for(t=0;t<height[n2];t++)

for(s=0;s<width[n2]; s++)
sum += abs( image[nlJlx+s][y+t] -
image[n2][s][t] );
if ( sum < mindif )

for(t=0;t<height[n23;t++)
for(s=0;s<width[n2];s++)
image[n3][x+s][y+t] =
255 - imagelnlJIx+s][v+t 1;

Figure 1. Part of the template matching program

Here, we have an execution example shown in figure 2. Figure 2-1 shows the reference
image, and figure 2-2 shows the template image. The image shown in figure 2-1 is searched
and the degree of similarity between figures 2-1 and 2-2 is computed. The matching results are

given in figure 2-3, in which the detected template is expressed black and white reversed.

BRI - BB L R RE TR R
NEQO-RBEEZDHI L
WTES.

Figure 2-1. Reference image

A

Figure 2-2. Template image

B (S PIE - 3255 1L AEETE IR
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Figure 2-3. Matching results



3. Deformed Image Detection

Template matching works well when the reference image is viewed just in the right front of
the robotic car. However, the reference image is usually viewed with a rotation angle in almost
all cases, and it will be viewed as a deformed image. When a rotation angle exists between the
template and the reference image, the conventional template matching algorithm described
above cannot detect the template image correctly. The conventional way of solving this
problem is to rotate the reference image to detect the template image when a rotation exists
between the template and the reference image. It is computationally expensive, and is not
practical for real-time processing.

In our research, we deform the template image in various deformable angles in order to match
the reference image, and kept them in the library. Since the template image would be a small
part of the reference image, the computation time can be expected to be reduced.

Figure 3 shows the experimental results. Figure 3-1 shows the reference image, in which the
road sign is views as an elliptical shape. The image of the road sign which is used as the
template image is shown in Figure 3-2, which is rotated till matching the reference image.

Figure 3-3 shows the detected road sign from the reference image.

Figure 3-1 Reference image

Figure 3-2 Road sign used as the template image



Figure 3-3 Detected template image

4. Conclusions

In this paper, we have presented a way to detect the template image from a deformed
reference image by deform the template image to accelerate the computing processing. The
experimental result is reported.

The research is in progress. There are many interesting topics to be pursued around this

research. We need more experimental results. This will be addressed in our future work.
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Abstract

It is important for overturning prevention by seismic ground motion of small structures installed
inside buildings to understand characteristics of restitution coefficient at collision. In this study,
characteristics of restitution coefficient at collision were investigated based on vibration experiments.
In case of the restitution coefficient fixed value, it was difficult to fit the rocking vibration waveforms
between observed and numerical analysis. However, in case of the restitution coefficient that is
introduced nonlinear effects, they were good agree between them.

Keywords: Rocking vibration, Restitution coefficient, Small structure, Free vibration

1. Introduction

It is important topics for seismic disaster prevention to prevent overturning of small
structures inside buildings by seismic ground motion. Therefore, it needs to understand the
overturning process of small structures on seismic ground motion. According to Miyata et al.
(2018), they indicated that a small structure on the table shook by sine or seismic ground
motion have generated rocking vibration, have overturned in non-steady state [1]. It indicates
the importance to understand characteristics of rocking vibration. Since the bottom of small
structure collides with the table repeatedly in rocking vibration, the restitution coefficient at
collision is one of important factor.

In this study, characteristics of the restitution coefficient at collision in rocking vibration is

investigated by vibration experiment and numerical analysis.

2. Motion equation of free rocking vibration
A model for the experiment of free rocking vibration is shown in Fig. 1. Providing an initial

angle for it, the free rocking vibration is generated. The equation of motion is as followings,

105 + mgR, sin(¢ — ‘9\) sgn(@) =0 (H



where Iy is inertial moment, 6 is rotation angle, g is gravity acceleration. And the sng means a

function of signal. A relation of angular velocity variation at collision between the bottom of

specimen and the table is
(") = eb(r") )

An example of results is shown in Fig. 2. In case of restitution coefficient e=1.00, that is
perfectly elastic collision, the amplitude and period on rocking vibration indicate the fixed
values, and period 7=0.42 s. In case of e=0.95 and 0.85, the waveforms of rocking vibration
indicate damped vibration motion. The damping ratio £ in these cases are £=0.04 and 0.11,

respectively. And the periods indicate progressively shorter from 7=0.36 s to 0.14 s in case of

¢=0.95, and 7=0.28 s t0 0.12 s in case of ¢=0.85.
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Fig. 1 Model for experiment Fig. 2 Results of free rocking vibration waveform
and numerical analysis. by numerical analysis.

3. Experiment of free rocking vibration
An overview of free rocking vibration experiment using the specimen is shown in Fig. 3,
and results are in Fig. 4. In case of the table made by aluminum, the period and damping
decreased from 7=0.49s to 0.10s, and from £ =0.07 to 0.03, respectively. On the other hand,
in case by cork seat, they are from 7=0.73s to 0.10s, and from £ =0.06 to 0.03, respectively.
Comparison results between the observed waveform and the fitting by forward modeling
are shown in Fig. 4. The wave shapes of first part between them are good agreement.

However, it is difficult to explain waveforms between them with phase differences at later

part, assuming the restitution coefficient is fixed value.
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Fig. 3 Outline of measuring system.  Fig. 4 Comparison of waveforms between observed and
numerical analysis.

4. Numerical analysis with non-linear effects

Next, we used a model of quadrilateral hysteresis loop characteristic by Masewa and
Watanabe (1975) [2] shown in Fig.5 and do the numerical analysis. Assuming the model of
quadrilateral hysteresis loop character shown in Fig. 5, the restitution coefficient is expressed

in the following equation,

e=v,/v,=1.00,v<v (3-a)

e=v,/v, =K, K, +(1= K, | K XK, K)F/v)* v, > (3-b)

where f(x,x) indicates the reaction force, K;, K>, K; are a slope of reaction force

characteristic against displacement. And v;, v are velocity before and after the collision,

respectively. v is a velocity of boundary between the perfectly elastic collision and the

elastic collision, expressed in the following equation,

v =3,K,/m “)

where &, indicates a deformation of elastic limit, 8p=0.27 mm is used in this study. From a
relation between the restitution coefficient and the collision velocity shown in Fig. 6, the
restitution coefficient is depending on collision velocity.

Based on results by experiment of free rocking vibration, optimized parameters K, K> and
K; by forward modeling were estimated, and investigated. Comparison results between the
experiment and numerical analysis in case of the aluminum and the cork shown in Fig, 7, it is

improved to introduce the mode, good agreement between them.



f(x, %)

Kz

"‘:"n
e = €0 0 2 4 6 8 10
Approach velocity ratio v,/v [-]

Fig.5 Quadrilateral hysteresis loop  Fig.6 Relationship between restitution

characteristic coefficient and ap];groach velocity
ratio (K;=3.05, K,=2.71,
K3=3.00)
10 ; 10

5

Amplitude(degree)
(=] n
> ‘;
s
- i
-3 i
E d
1 ]

Amplitude(degree)
(=]

&

\/ vwwh_

-—~Cal ! i
'100 3 4 —100 i 2 3 4
Tm(s) Time(s)

Fig. 7 Comparison of waveforms between observed and numerical analysis

using nonlinear model.

5. Conclusions

In this study, characteristics of restitution coefficient at collision of the table on rocking
vibration was investigated by excitation experiment and its numerical analysis.

It is possible to explain the waveforms between experiment and numerical analysis with the
model proposed by Maesawa and Watanabe. It means the restitution coefficient at collision

indicates non-linearity.
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Abstract

Welding is a joining method used for many structures. However, residual stress is generated near
the bead. We have proposed a method of reducing residual stress using ultrasonic vibration during
welding in rolled steel for general structures. On the other hand, it is used the stainless steel for
important structures. In this research, the effectiveness of the method of reducing residual stress using
ultrasonic vibration during welding was examined by built-up welding using the stainless steel.

Keywords: Built up welding, Stainless Steel, Ultrasonic Vibration, Residual Stress, Acceleration

1. Introduction

Welding is a joining method used for many structures, and to melt the material applying
heat locally. Since the tensile residual stress is generated in the process of cooling and
hardening, and make less the fatigue limit of base material. Therefore, a method of
welding tensile residual stresses without a special device is developing using ultrasonic
vibration load. According to previous studies [1][2], they indicated that it was an effective
method to reduce the welding residual stress using ultrasonic vibration load in case of built-up
welding with metal block of rolled steel for general structure SS400 and of butt welding with
thin metal sheets.

Since the melting point of stainless steel used for important structures such as a
nuclear reactor is higher temperature than that of rolled steel for general structure, it
expects that the welding residual stress of stainless steel is higher than that of rolled
steel for general structure. The residual stress is one of the reasons that is caused stress
corrosion cracking. Therefore, it is important to develop a method of welding reducing

residual stress in stainless steel.



In this study, the effectiveness of welding residual stress reduction method using ultrasonic

vibration load is investigated for austenitic stainless steel SUS304.

2. Experimental Methods

2.1. Welding
Figure 1 shows a drawing of specimen in this experiment. The material is a block of

stainless steel SUS304. Before welding, the surface of specimen is polished and annealed.
And, the oxide layer on the surface of specimen is removed with hydrochloric acid and CPL
solution.

A thyristor-controlled CO2/MAG automatic welding machine was used to do a 150-mm-
long weld on the center of specimen. A mixture gas of argon and carbon dioxide was used as
a shielding gas to prevent welding defects such as blow holes. The welding conditions are
shown in Table 1.

Comparing the reduction of welding residual stress, the specimens with vibration lord at the
frequency of 36 kHz, of 58 kHz and without load were prepared, where the acceleration
amplitude is 2000 m/s?, was measured by acceleration pickup at the point shown Fig. 1. Since
chromium carbides were deposited near the bead after welding, the surface was again
removed with hydrochloric acid and CPL solution.

2.2. Fabrication of Weld Test Specimens

Welding residual stresses in the bead direction at 15 points every 10 mm from the center of
the bead were measured as shown in Figure 3. X-ray residual stress measurement device was
used for the measurement of welding residual stress. To limit an area of irradiation by X-ray,
it was covered by black vinyl tape with a frame with 20 mm x 20 mm.

Table.2. Stress measurement conditions

Table.1. Welding conditions Parsing method 1SO-inclination method
Wire diameter [mm] 1.2 Measurement mode fixed method
Welding current [A] 180 Divergence slit [deg] 1
Welding voltage [V] 21 Light receiving slit [deg] 1
Welding speed [A] 2.0 Counting time [s] 10
Shield gas Ar+CO2 Step 0.15°
Measurement range 143.00°~152.90°
20 149.05°
Bulb Cr
X-ray Crk-B
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3. Experimental results

2.2. Fabrication of Weld Test Specimens
Figure 3 shows the results of residual stress measurement by built up welding loaded with

the ultrasonic vibration at the frequency of 36 kHz, 58 kHz, and without loaded. The tensile
residual stress is generated overall in bead direction, and increase toward to the end of
welding. Comparing results of welding residual stress between with and without ultrasonic
vibration load, it was reduced with ultrasonic vibration load. However, the reduction rate
between the ultrasonic vibration load at the frequency of 36 kHz and of 58 kHz, it was almost
same, was maximum most 100 MPa. It suggests that the difference in frequency had little

effect on the amount of residual stress reduction.
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Fig. 3. Residual stress on the bead direction



4. Conclusions

Built up welding was performed on the block of austenitic stainless steel SUS304 loaded
by ultrasonic vibration, and the effectiveness of welding residual stress reduction method
using ultrasonic vibration was investigated. As a result, the method of welding loaded the
ultrasonic vibration at the frequency of 36 kHz and of 58 kHz can reduce welding residual
stresses for austenitic stainless steel SUS304. The effects of difference of ultrasonic
frequency on welding residual reduction is small.

They indicate that the method of reducing welding residual stress by using ultrasonic

vibration is effective for austenitic stainless steel SUS304.
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Abstract

It is important for seismic disaster prevention of exhibits in the museum to understand behavior
them by seismic motion. In this study, Behavior of exhibits in the museum fixed by nylon guts have
performed by vibration test. And conditions to prevent overturning of exhibits fixed by nylon guts were
investigated. The exhibit fixed by nylon guts have generated rocking vibration and sliding motion by
seismic motion. It expects that the sliding motion at the bottom of exhibit caused overturning. It is
effective for overturning prevention to increase friction coefficients between the bottom of exhibits and
the display table.

Keywords: Exhibits in the museum, Nylon gut, Vibration test, Friction coefficient

1. Introduction

In order to prevent earthquake disaster, the exhibits in the museum are taken measures to
prevent overturing. For example, there is a way of lowering the center of gravity on the
exhibits, of fixed by bolts and of put the exhibits on the felt seats [1]. In particular, a
nylon gut, which is used for accessories and fishing line, is the most effective way for
exhibits fixing on site [2]. Since it is low costs, many museums use it to fix exhibits.
However, the exhibits fixed with nylon guts were overturned by seismic motion on the
2011 off the pacific coast of Tohoku earthquake [3]. Therefore, it is important to
understand behavior of the exhibits fixed with guts during an earthquake. In this study,
the behavior of exhibits fixed with gut by seismic motion are investigated by vibration

test.

2. Behavior of an exhibit model by vibration test

Figure 1 shows the model of exhibit made by acrylic used in vibration test. The size and mass
are 70 X 70X 455 mm and 1.83 kg, respectively. The overturning acceleration of the model is

about 150 Gal.
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An overview of the vibration test device is shown in Fig. 2. The model was placed in the
center of a stand, and fixed with nylon guts. The 1995 Southern Hyogo Prefecture Earthquake
at JIMA Kobe (Kobe wave), the 2004 Niigata-ken Chuetsu earthquake at K-NET NIGO19
(Niigata wave) and the 2016 Kumamoto earthquake at KiK-net KMMH 16 (Kumamoto wave)

were used as input waves for the test.

S [ T ..
.40 ; 40

Fig.1 Exhibit model

The input waveform (Niigata wave), and the response waveform at the top of model fixed
by nylon guts with tension of 14.7 N are shown in Fig. 3. The response waveform indicates
large amplitude from 10 sec against the input, and an asymmetric shape at around 15 sec. These
are due to generate rocking vibration of the model and sliding motion of it at the bottom of

model after experiment shown in Fig. 4. Therefore, it is expected that a reason of overturned

on the exhibits fixed with nylon guts is sliding motion of the model at bottom by seismic motion.
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(a) Side view of experimental device (b)Top view of experimental device

Fig.2 Experimental device
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3. Effects of friction coefficient at the bottom of exhibits on behavior

In this section, effects of friction coefficient at the bottom of exhibits on behavior of the
exhibits is investigated by vibration test. The conditions of vibration test and static friction
coefticient are shown in Table 2. And the tension of nylon guts was set at 2.45 N and 4.9 N.

The maximum input acceleration and status of exhibits behavior under a condition of tension
force of nylon guts with 4.9 N using Niigata and Kobe waves are shown in Table 2. Where a
symbol O means stable condition, A\ is sliding motion, [ is rocking vibration, A [ is sliding
+ vibration and X is overturn. In case of Niigata wave, the behavior of model with a condition
of low friction case (A-W) indicates sliding motion. Increasing a value of friction coefficient,
the model did not generate sliding motion. The maximum input amplitude without sliding
motion in Niigata wave is 336 Gal in case of A-W, 884 Gal in case of A-C, and in case of C-C.
In case of Kobe wave, in case of A-W it is 421 Gal. and in case of A-C and C-C it did not
generate sliding motion. It is possible to suppress sliding motion by increasing the static friction

coefficient.
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Tablel Friction coefficients

Conditions Friction coefficient [-]
Acrylic — Wood (A-W) 0.26
Acrylic — Cork (A-C) 0.45
Cork — Cork (C-C) 0.61

Table2 Max input acceleration amplitude and status (tension: 4.9[N])
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5. Conclusions

In this study, the behavior of exhibits fixed with gut by seismic motion were investigated by

vibration test. The results are as follows,

1. Exhibits fixed with nylon guts are generated rocking vibration and sliding motion by
seismic motion. Overturning of exhibits was caused by sliding motion at the bottom of
model.

2. Increasing the coefficient of static friction between the bottom of the model and the

display stand, it is possible to prevent the exhibits from sliding motion.

References

[1] Tatsuo Ohomachi, Masashi Takase, Takumi Toshinawa, Current seismic countermeasures
for displaying artwork and evaluation of the performance of trial seismic-free displays,
Proceedings of the Civil Engineering Society, No. 507, (1995), 191-199.

[2] Japan Association of Museums (ed.). Revised Guide Book for Handling Museum Materials:
A Guide for Packing and Transporting Cultural Properties and Works of Art, Gyosei,
(2016), p. 230.

[3] Noriyuki Tomita, Verification of Earthquake Resistance Measures for Art Works
Underway: 'Seismic Isolation Table' Does Not Topple Over, 'Tegus' Partly Damaged,
Nihon Keizai Shimbun, (2011-6-17), Evening Edition, p. 16.

*927



Proceedings of the Tenth International ISBN 4-901329-11-8

Conference on Information (Information’2021) ©2021 International Information Institute

ISODS: An ISODATA-Based Initial
Centroid Algorithm

Noah Gardner!, Sahar Yarmohammadtoosky?,
Anthony Phan®, and Chih-Cheng Hung*

Kennesaw State University, Marietta, GA, USA3

Iran University of Science and Technology, Tehran, Iran®

!ngardn10@students.kennesaw.edu, ?yarmohamadishr@gmail.com,

3aphan5@students.kennesaw.edu, 4chungl@kennesaw.edu

Abstract

Iterative Self-Organizing Data Analysis Technique (ISODATA) is a clus-
tering algorithm based on the K-Means algorithm that intends to find the
correct number of clusters through merging and splitting. It is difficult
to determine the correct number of clusters in many real-world applica-
tions, in particular, remote sensing image interpretation. Compared to
K-Means, the ISODATA algorithm should be resilient to initial cluster
centers. However, ISODATA is also sensitive to initial cluster centers
which impacts the performance of the algorithm. This work proposes us-
ing the ISODATA approach of splitting clusters to select quality initial
cluster centers, called Iterative Self-Organizing Data Split (ISODS). The
proposed approach is evaluated on several benchmark UCI datasets as
well as the Salinas-A hyperspectral image dataset. The results are evalu-
ated using standard clustering evaluation measures. When ISODS is used
together with ISODATA, the performance is improved and the generated
clusters more closely resemble the expected number of clusters.
Keywords : Clustering, ISODATA, Initial Centroids, Remote Sensing

1 Introduction

Remote sensing technology is used when the data collection takes place at a
remote distance from the subject matter, such as the study of daily weather
and long-term climate change, land cover monitoring, ecosystem modeling of
vegetation, and so on [1, 2]. Multispectral imaging technology is one of the
instruments for remote sensing used since the late 1960s [3]. It has been applied
to numerous electronic imaging applications, including food inspection, forensic
science, medical surgery and diagnosis, and military applications [4, 5, 6]. Be-
cause of the difficulty of obtaining prior knowledge in remote sensing studies,
unsupervised classification and cluster analysis have great importance compared
to supervised classification [7].

Unsupervised learning is a machine learning technique used when the data
has no pre-existing labels and looks for patterns in the dataset with minimum
human supervision and without external guidance. In contrast to supervised
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learning, where a training set of inputs and observations are given to the method,
unsupervised learning uses only the inputs and should find an interesting pat-
tern in the dataset. Cluster analysis is an example of unsupervised learning. In
clustering analysis, unlabeled and unsorted data points are grouped and seg-
mented according to similarities and differences to find structure in the inputs,
group it into meaningful clusters, and understand the dataset better.

One of the most popular clustering algorithms is called ISODATA clustering,
based on the K-means algorithm with some variations. The ISODATA method’s
preference in comparison with the K-means algorithm is that the ISODATA
algorithm uses splitting and merging forms for clusters. The ISODATA method
allows starting from arbitrary cluster centers and obtains better partitioning
results than the K-Means algorithm, but it is not entirely resilient to initial
cluster centers. In this paper, a novel method using the ISODATA approach of
splitting clusters to select quality initial cluster centers is proposed.

The paper is organized as follows: Section 2 introduces K-Means and ISO-
DATA clustering algorithms. The new proposed algorithm is explained in Sec-
tion 3. We present the experimental results in Section 4. Finally, Section 5
contains concluding remarks.

2 Background

The K-Means algorithm is an unsupervised clustering algorithm and aims to
partition N observations into K clusters [8]. Data points in the same cluster
are very similar to each other and have less variation compared to data points
assigned to other clusters. The user defines K, the number of expected clusters.
Following is a description of the K-Means algorithm:

For selecting the initial cluster centers, there are two standard methods:
Random Centers, and K-Means++ [9]. In Random Centers, K samples are
randomly chosen from the dataset to serve as the initial cluster centers. In
K-Means++, 1 sample is randomly chosen from the dataset to serve as the
initial cluster center. Then, K — 1 samples are iteratively selected, where the
probability of a sample being chosen as a cluster center is the distance of the
sample from previously chosen centers [9]. The K-Means algorithm is susceptible
to initial starting cluster centers, where different initial values can result in a
different classification [10].

ISODATA is another frequently used clustering algorithm and is based on the
K-Means algorithm [11]. Like K-Means, cluster centers are iteratively updated
and reassigned to the samples in the dataset. However, ISODATA determines
the number of clusters dynamically and allows for a different number of cluster
centers. In contrast, the K-Means algorithm requires a fixed user-set parameter
of the number of expected clusters. The advantage found within ISODATA
allows for discovery of a different number of clusters. which is achieved through
discarding clusters with a small number of member samples, and merging and
splitting clusters that meet certain parameters.

There are some disadvantages to the ISODATA algorithm. First, it is sen-
sitive to the specified parameters. These parameters should be fine-tuned for
optimal performance based on the attributes of the dataset being tested. In
addition, similar to K-Means, it is sensitive to initial cluster centers, although
less so than K-Means due to the extra processes of discarding, splitting, and



merging. The initial centroids can affect both the quality of clusters produced
and the number of iterations required to converge [10].

3 Proposed Method

The proposed clustering algorithm’s objective is to improve the result we obtain
from the clustering algorithms by targeting the initial cluster centers. Inspired
by the ISODATA algorithm, Tterative Self-Organizing Data Split (ISODS) uses
the splitting process from ISODATA to create the required initial cluster centers
to use for a clustering algorithm. The algorithm is outlined below:

e Step 1: Choose one observation as a cluster center from the dataset.

e Step 2: Assign each element of the dataset to the cluster based on the
minimum distance from the cluster center.

e Step 3: Re-calculate new cluster centers for each cluster by computing
the mean of all patterns assigned to each cluster.

e Step 4: If the number of clusters is equal to K, then the process is
terminated. If the number of clusters is greater than K, then the clusters
with the fewest members is discarded, and the algorithm moves to Step
2.

e Step 5: Calculate the standard deviation of each cluster in each dimen-
sion. Then, split each cluster along the dimension with the greatest stan-
dard deviation and move to Step 2.

This method began as a modified ISODATA process. However, the modifi-
cation was unique in that there is a clear distinction from the proposed change
and the beginning of the original process. Although more complex than other
methods of generating initial cluster centers, this approach guarantees separa-
tion between clusters. As a result, ISODS can be used to generate clusters for
other clustering algorithms, such as K-Means.

4 Results

Due to the response of the ISODATA algorithm to the discarding, merging,
and splitting parameters, these parameters should be carefully selected. Since
the goal of this research is to explore the impact of initial cluster centers on
ISODATA, we use a relatively simple approach for generating ISODATA pa-
rameters. Based on the available training data with included labels, each class
is summarized with the mean and standard deviation of that class, as well as
the number of members in each class. Typically, since we are working with
unsupervised learning algorithms, class information may not be available.

For the first experimental results shown in Table 1, we explore applying
ISODS to ISODATA and K-Means by using benchmark UCI Iris, and Wine,
[12]. We also show results from applying Random Centers and K-Means++
Centers. We used 80% of the data for training and 20% of the data for testing
to evaluate the models. Following standard practice, the models were trained



on the training data, then fit to the test data. For the ISODATA parameters,
we used the approach of summarizing the class data based on the information
in the training data. The output labels (cluster assignments) were compared to
the ground truth labels contained in the test data using pair-counting measures.

To evaluate the cluster results, external cluster validation measures are used.
We utilize pair-counting measures which rely on counting matching pairs be-
tween two sets of data to determine agreement and disagreement [13]. The
pair-counting measures applied are Rand inder (RI - agreement probability),
adjusted Rand index (ARI), Mirkin’s index (MI - disagreement probability),
and Hubert’s index (HI - (P(agree) - P(disagree))) [14, 15]. When comparing
ground truth labels to cluster assignments, RI can serve as an estimation of the
accuracy. ARI is similar to the RI, though it is corrected for chance and thus
does not count randomly generated labels [16].

Table 1: UCI benchmark dataset results averaged over 1000 iterations of 1SO-
DATA comparing three different initial cluster center algorithms (Init.). Clus-
ters shown due to averaging. ARI - adjusted Rand index; RI - Rand index; MI
- Mirkin’s index; HI - Hubert’s index.

ISODATA
Init. ” ITter. Clusters ARI RI MI HI
Iris
ISODS 13.46 2.599 0.646 0.826 0.173 0.653
KM++ 15.43 2.544 0.628 0.816 0.184 0.631

Rand 11.90 2.41 0.607 0.802 0.198 0.604
Wine
ISODS 9.16 1.836 0.313 0.618 0.382 0.236
KM++ 8.76 1.816 0.307 0.612 0.388 0.224
Rand 9.26 1.810 0.304 0.608 0.391 0.217
K-Means
Iris
ISODS 2.29 3 0.623 0.833 0.167 0.667
KM++ 4.149 3 0.584 0.811 0.189 0.621
Rand 29.402 3 0.569 0.797 0.203 0.593
Wine
ISODS 3.145 3 0.882 0.947 0.053 0.895
KM++ 5.388 3 0.839 0.926 0.074 0.851
Rand 24.775 3 0.834 0.920 0.080 0.840

Then, we applied ISODATA using different initial cluster center approaches
to the Salinas-A hyperspectral image dataset [17]. Salinas-A is a small subscene
of the Salinas image. It has a size of 86 pixels by 83 pixels, each pixel con-
tains 224 bands, and each pixel is assigned to 1 of 6 classes, disregarding the
background. Due to the large number of dimensions in this dataset, prinicipal
component analysis (PCA) is used to extract features [18]. In this experimental
setup, we use 3 prinicipal components as the input to the model. We utilize
the same 80/20 test-train split as the previous experiment and Z-Score Normal-
ize the data. Additionally, the same ISODATA parameter selection approach is
employed. We save the best performing model (based on test data performance)
for each initial cluster center approach and fit each pixel to the original dataset
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to obtain the pictures shown in Figure 1. Finally, the external cluster validation

measures are shown in Table 77.
(d)

Figure 1: Heatmap showing cluster assignments of each pixel using ISODATA
with different initial cluster center methods. (a) Salinas-A Ground Truth; (b)
Random Centers (ARI=0.798); (¢) KM++ Centers (ARI=0.781); (d) ISODS
Centers (ARI=0.758).

(b)

5 Conclusion

This study presents a method for generating initial cluster centers based on a
splitting approach, Iterative Self-Organizing Data Split (ISODS). We tested
ISODS on bechmark datasets as well as the Salinas-A hyperspectral image
dataset. Both tests on average shows the performance of ISODS using external
cluster validation measures, especially on the adjusted Rand index measure. Ad-
ditonally, ISODS may decrease the number of iterations required for a clustering
algorithm such as ISODATA or K-Means to converge. However, due to the com-
plexity of the ISODS approach compared to other initial centroid algorithms,
specifically calculating the means of the clusters, the context should be consid-
ered when applying this method. When used in conjunction with ISODATA,
ISODS shows an average number of clusters generated closer to the expected
output.

Acknowledgements

This research was supported by the College of Computing and Software Engi-
neering at Kennesaw State University. We also want to thank our Laboratory
for Machine Vision and Security Research for providing us resources and men-
toring.

References

[1] John R. Jensen. Introductory digital image processing: a remote sensing
perspective. Prentice-Hall, 1996.

[2] Srivatsa Mallapragada, Michael Wong, and Chih-Cheng Hung. Dimension-
ality reduction of hyperspectral images for classification. 9th International
Conference on Information, 2018.



B3]

4]

[9

(10]

(11]

(12]
[13]

16

(17

[18]

David Landgrebe. Information extraction principles and methods for multi-
spectral and hyperspectral image data. Information Processing For Remote
Sensing, page 3-37, 1999.

M Govender, K Chetty, and H Bulcock. A review of hyperspectral remote
sensing and its application in vegetation and water resource studies. Water

SA, 33(2), 2009.

Christian Fischer and Ioanna Kakoulli. Multispectral and hyperspectral
imaging technologies in conservation: current research and potential appli-
cations. Studies in Conservation, 51(supl):3—-16, 2006.

Oscar Carrasco, Richard B. Gomez, Arun Chainani, and William E. Roper.
Hyperspectral imaging applied to medical diagnoses and food safety. Geo-
Spatial and Temporal Image and Data Exploitation III, 2003.

Arbab Abbas, N. Minallh, Nasir Ahmad, Sahibzada Abdur Rehman Abid,
and Muhammad Khan. K-means and isodata clustering algorithms for
landcover classification using remote sensing. 48:315-318, 04 2016.

S. Lloyd. Least squares quantization in pcm. IFEE Transactions on Infor-
mation Theory, 28(2):129-137, 1982.

David Arthur and Sergei Vassilvitskii. K-means+-+: The advantages of
careful seeding. volume 8, pages 1027-1035, 01 2007.

Pasi Frianti and Sami Sieranoja. K-means properties on six clustering
benchmark datasets. Applied Intelligence, 48(12):4743-4759, 2018.

G. Ball and D. Hall. Isodata, a novel method of data analysis and pattern
classification. 1965.

Dheeru Dua and Casey Graff. UCI machine learning repository, 2017.

Mohammad Rezaei and Pasi Franti. Set matching measures for external
cluster validity. IEEE Transactions on Knowledge and Data Engineering,
28(8):2173-2186, 2016.

Lawrence Hubert and Phipps Arabie. Comparing partitions. Journal of
Classification, 2(1):193-218, 1985.

Marina Meila. Comparing clusterings by the variation of information.
Learning Theory and Kernel Machines Lecture Notes in Computer Science,
page 173-187, 2003.

William M. Rand. Objective criteria for the evaluation of clustering meth-
ods. Journal of the American Statistical Association, 66(336):846-850,
1971.

Grupo de Inteligencia Computacional (GIC). Hyperspectral remote sensing
scenes. Accessed: 2021-1-05.

Craig Rodarmel and Jie Shan. Principal component analysis for hyperspec-
tral image classification. Surv Land inf Syst, 62, 01 2002.



Proceedings of the Tenth International ISBN 4-901329-11-8

Conference on Information (Information’2021) ©2021 International Information Institute

SLN-D2CNN Model for Lymph Node Metastasis Diagnosis

Ruigang Ge *, Guoyue Chen **, Kazuki Saruta ***, Yuki Terata ****

* Akita Prefectural University Graduate School of Systems Science and Technology, School of Media Signal
Processing Lab, 015-0055 Yurihonjo, Japan, E-mail: d21S001@akita-pu.ac.jp

**Akita Prefectural University of Systems Science and Technology, School of Media Signal Processing Lab,
015-0055 Yurihonjo, Japan, E-mail: chen@akita-pu.ac.jp

***qkita Prefectural University of Systems Science and Technology, School of Media Signal Processing Lab,
015-0055 Yurihonjo, Japan, E-mail: saruta@akita-pu.ac.jp

*¥¥* gkita Prefectural University of Systems Science and Technology, School of Media Signal Processing Lab,
015-0055 Yurihonjo, Japan, E-mail: terata@akita-pu.acjp

Abstract

Sentinel lymph node biopsy (SLNB) is a common tool to identify breast cancer metastasis. Presently,
SLNB detection of cancer migration mainly relies on naked eye observation based on pathologists’
experience. It is time consuming and fatiguing to look at all the tissue samples under a microscope and
to form a diagnosis based on cell morphology, which may result in missed diagnoses. This paper aims
to improve this situation using convolutional neural network (CNN) models. This research adopts the
fusion of 2 current mainstream CNN models (VGG16 and DensNet121) as the baseline of the model,
and the back-end is equipped with a custom convolutional facilitated network learning and the
accelerated training using migration learning to develop a proposed model for the purpose of multi-
model integration. An experiment of the model against its baseline and each generic evaluation index
of each model that makes up the baseline was completed with the quality cancer pathology dataset
provided by the Kaggle event. The experimental results show that the AUC accuracy value of the
proposal network model is as high as 0.986. which is more accurate for discriminating with images.
Keywords: Convolutional neural network, Whole slide imaging, Proposed model, Transfer learning,

Baseline, Feature extraction.

1. Introduction

The prevalence of cancer in women has sparked strong social concern. According to the
Global Burden of Disease study [1], the incidence of breast cancer tops the list, followed by
lung cancer, cervical cancer, and endometrial cancer. It is well known that metastasis and the
recurrence of breast cancer are important factors causing death of patients. In clinical
medicine, SLNB technique based on sentinel lymph node (SLN) tissue section is considered
as the "gold standard" for breast cancer metastasis diagnosis. Using Hematoxylin Eosin

(H&E) staining in combination with the all-digital sectioning whole slide imaging (WSI) [2]
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technique to accomplish computer-aided pathology diagnosis. In particular, the use of CNN
models, which is good at image classification and recognition, has important scientific and
application value for the discrimination whether a tissue is infected with breast cancer
metastasis in WSI pathology images of SLNB. At present, most studies are generally based
on single CNN or custom shallow CNN models, with problems such as less reliability,
diverse feature extraction [3,5], low discriminative accuracy and poor generalization.
Therefore, this research proposes a model that combines mainstream high-quality 2 CNN
models (Vggl6 and Desnetl21) as the baseline. The two models are fused and improved to
form a combined model with multi-scale spatial feature extraction and extending feature span
from natural images to medical images, i.e., the SLN-D2CNN model. We further improved
the accuracy of breast cancer metastasis discrimination with this model. As for model training
technique, we use migration learning as the fast training in the proposed model baseline to

obtain the highest accuracy.

2. Composition of the model and experiment preparation

Due to the variety and morphology of breast cancers, different subclasses of breast cancers
cause problems such as approximation of texture features and cell nucleus spatial structure
features. Therefore, we adopt two mainstream deep CNN models that have not only achieved
excellent results in the Large Scale Visual Recognition Challenge (ILSVRC) but also are
widely used and effective in research in various fields today, drawing on existing competition
models for large-scale natural image ImageNet training sets and related research in their
fields. CNN models [4,5], i.e., VGG16 with multiple 3x3 convolutional stacks and
Densnet121 with dense type connections, are used as the baseline of our proposed model, and
the higher-order preliminary features extracted from each model of the baseline are obtained
by a transfer learning method. Finally, the features obtained by the convolutional processing
learning are output through the Global Average Pooling (GAP) layer and the fully connected

(FC) layer with one neural unit of Sigmoid to discriminate the SLN-WSI pathology images

feature extractor Convix}-3x3  Convix3-3x3
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Figure 1. Structure of the proposed SLN-D2CNN Figure 2. Construction between resnetv2 conv-layer
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by the proposed model, and we name this proposed model as SLN-D2CNN (as shown in
Figure 1). Where baseline subsequently customizes the composition inside the convolutional
processing (shown in Figure 2), this combined composition is based on the best method
derived from rensentv2 in ImageNet classification to obtain the best accuracy.

The experimental benchmark dataset in this manuscript is derived from Kaggle's PCam
dataset [7], which is a collection of 400 H&E-stained high-resolution images sampled by a
40x objective, decomposed into 327,680 color images of 96x96 pixels in size with duplicate
items removed, and affiliated with an improved version of a subset of the Camelyon16 dataset
[8]. In the PCam dataset, each image has a binary label, i.e., images containing metastatic
cancer cells are labeled as "1"; normal tissue images are labeled as "0", as shown in Figure3.

Therefore, we convert the clinical detection of SLN metastatic cancer cells into a positive
"1" and negative "0" image binary classification task. In order to reduce model overfitting and
enhance the generalizability of the model, the method in Table 1 is used in this research.

Table 1 Data enhancement and pre-processing

Methods Name Method details
for each batch size of images, we used Z-score
Image normalization processing normalization done and image scaled to

between 0 and 1.
for each image,we flip it randomly from two

Image flipping enhancement orthogonal directions(horizontal and
processing algorithm vertitcal ),thus there are four transforms for
each image.

for each image we can rotate 90°, 0° or -90°,

Image random rotation processing after which we randomly rotate -15° to 15°.

In this study, 85% of the PCam is randomly selected as the training set and the remaining
15% as evaluation data for the performance of the model. In addition, the area under the ROC
curve (AUC) and validation set of loss are used as evaluation metrics in this experiment and
combined with the evaluation data. To verify the reliability of our model, we conducted
controlled experiments of the proposal model SLN-D2CNN against its baseline model 2CNN

and the single CNN model that composed each model of the baseline.

Figure 3 (The upper part shows the sample data with "0" or "1” labels in the PCam dataset, and the lower pant

shows the image normalization results of this manuscript)
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3. Experimental results and conclusions

From Figure 4, it can be seen that the maximum determination accuracy of each CNN is
Vggl6: 0.943, DensNet121: 0.963, baseline model 2CNN: 0.970, and the proposal model
SLN-D2CNN has the highest value of 0.986. In addition, the validation results from Figure 5
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Figure 4. AUC curves of control experiments Figure 5. Loss curve of the control experiments

show that the SLN-D2CNN in the first 15Epoch in the validation set Loss also shows

significantly lower results than each CNN learned at the same time as well as the baseline

2CNN. In this research, we propose the breast cancer migration discrimination proposed

model SLN-D2CNN by fusion of 2 valid pre-trained deep CNNss as a baseline and subsequent

learning by custom segmental convolution. With the PCam dataset we confirm that SLN-

D2CNN outperforms the individual CNNs as well as the baseline model 2CNN in terms of

AUC accuracy.
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The most distinctive feature in the development of modern sciences and technologies is that
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